Global analytical potential hypersurfaces for large amplitude nuclear motion and reactions in methane. I. Formulation of the potentials and adjustment of parameters to ab initio data and experimental constraints
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Analytical representations of the global potential energy surface of XY$_n$ molecules are developed and applied to model the potential surface of methane in the electronic ground state. The generic analytical representation allows for a compact, robust, and flexible description of potentials for XY$_n$-systems irrespective of the specific nature of the atomic interactions. The functions are global in that structures near several minima of the potential hypersurface as well as saddle points and dissociation limits are well described. Clusters of atoms Y$_n$ can be represented as well by this type of function. Care is taken to implement conditions resulting from the symmetric group $S_n$ and to construct positive definite bilinear forms of special functional forms of certain coordinates (such as bond lengths and bond angles), in order to avoid artifacts in exceptional ranges of the potential hypersurface. These special functional forms include intrinsic, symmetry allowed couplings between coordinates such as bending and stretching. We include linear potential terms in bond angle coordinates, which result in effectively quadratic potential terms for highly symmetric structures. True logical multidimensional 01-switching functions $S_{sw}(r)$ of bond lengths $r$ are used to interpolate between limiting ranges in the hypersurface. The particular form $S_{sw}(r) \sim \exp(-(r_{sw}/r)^{p_{sw}})$ allows us to describe the potential as a multipole expansion representation in the limit of large $r$ ($r \to \infty$). In the application to methane, first the representations are fitted to data from high level ab initio calculations using multireference configuration interaction techniques. Additional conditions which help to improve the description of experimental data are considered during the fit. Typically, these conditions involve some parameters or parameter groups and refer to the equilibrium geometry and harmonic force field. Other constraints apply to the energies of dissociation channels. We describe the model potentials METPOT 1 to METPOT 4 in the present work.

I. INTRODUCTION

The formulation of reasonably accurate global analytical functional forms describing the potential hypersurfaces of polyatomic molecules has been of central importance in reaction kinetics and spectroscopy for some time. Such functions also play a particularly important role in the approaches to deriving short time intramolecular quantum dynamics from high resolution spectroscopy. In the context of organic chemistry, methane derivatives CUXYZ are obvious prototype systems for many spectroscopic and kinetic properties. However, so far hardly any accurate potentials are available even for the simplest molecular examples of this type and it is the aim of the present paper to contribute to filling this gap of our knowledge.

The ground state potential energy surface of the parent compound methane has been studied in numerous experimental and theoretical investigations (the complete, large list of published work cannot be reproduced here). The understanding of parts of the methane potential surface has been in the focus of contributions in the fields of spectroscopy, ab initio theory, and chemical reaction kinetics based on statistical theories. Duchovic, Hase, and Schlegel have developed a semiglobal, analytical representation of the CH$_3$+H reaction channel in the electronic ground state potential of methane, which has been used, in modified versions, for classical or semiclassical trajectory calculations. A semiempirical, analytical representation considers also the possibility of the CH$_4$→(1$A_1$)CH$_3$+H$_2$ channel for unimolecular decomposition. One analytical representation is completely based on a diatomics-in-molecules (DIM) approach, also for the description of bending interactions. The important CH-stretching–bending interaction potential and its relation to the recombination and dissociation kinetics of methane have been investigated in detail from the analysis of the overtone spectrum of the CH chromophore in CHD$_4$ in the framework of variational calculations of the spectroscopic states. Extensions of these studies to nine-dimensional representations of the CHD$_3$ potential surface in normal coordinates have been given by Lung and Leforestier. Other analytical, anharmonic potential surfaces based on polynomial expansions in isotopically invariant internal coordinates have been developed previously. Some of these developments have been reformulated recently, however, without giving adequate reference to previous work.

We may say that the existing analytical model potentials...
for methane are not truly global representations of the ground state potential surface. Furthermore, these models cannot cover, with sufficient accuracy, the complete set of experimental data available today. Normally, the models are neither sufficiently flexible, nor robust, which renders a posteriori improvements and adjustments to experimental data difficult. We have therefore decided to develop a new analytical representation of the potential hypersurface of methane, giving special consideration to the criteria of globality, flexibility, and robustness. We aim at the derivation of a global analytical model potential, which may be adjusted as a whole to data pertaining to very different parts of the potential surface. For the determination of model parameters, we consider, in a first, raw adjustment procedure, fitting the model potential to a sufficiently large set of high level \textit{ab initio} energy points on the potential surface [the quality of the \textit{ab initio} calculations being at least comparable to multi-reference configuration interaction (MRCI) methods, for large displacements from equilibrium, in order to account for changes of the character of the electronic wave function during a chemical reaction]. In a second step, an empirical refinement of the model potential is achieved by submitting some of the model parameters or parameter groups to additional constraints given by experimental conditions. When these constraints can be formulated as analytical expressions of the parameters involved, they may be used within the formalism of Lagrange multipliers during the nonlinear adjustment procedure. Several examples may be quoted, from the literature, for the successful employment of this and analogous strategies in the determination of potential energy surfaces (Refs. 4, 5, 11, 21, 43–51, and further references therein).

Throughout this work, we consider the potential surface belonging to the ‘‘lowest’’ electronic state of methane (largely the \( ^1\text{A}_1 \) state). For this molecule, electronically excited states seem to be essentially confined to energies near to and above the dissociation threshold of 112 kcal mol\(^{-1}\). Some excited states may nevertheless correlate adiabatically with asymptotically lower lying states, such as for the \((^3\text{B}_1)\text{CH}_2\text{H}_2\) reaction channel, which will be also considered in the present work. With this procedure, we are following the idea of representing a truly adiabatic potential surface, including the possibility of intersystem crossing, within the framework of multivalued potential surfaces and adiabatic corrections to the Born–Oppenheimer approximation where these surfaces intersect. A next step in the theory would be the simultaneous analytical treatment of several of the lower electronic states, which would, however, demand much information that is not presently available.

The paper is organized as follows: In Sec. II, a short account is given of the \textit{ab initio} calculations used. In Sec. III, we develop the analytical representation in a rather generic form. In Sec. IV, we discuss the results of the adjustment procedure. In a subsequent paper, \footnote{R. Marquardt and M. Quack, J. Chem. Phys. 109, 10629 (1998).} we shall discuss some applications to properties of the model potentials for methane (METPOT 1 to METPOT 4), derived in the context of this work, in comparison with other existing representations, which will further emphasize the complexity of the task and the necessity of current efforts in this field.

II. \textit{AB INITIO} CALCULATIONS

The \textit{ab initio} data set used to establish the general shape of the ground state potential surface was initially built up with results from MRD-CI (multireference double excitation-configuration interaction)\footnote{J. Chem. Phys., Vol. 109, No. 24, 22 December 1998.} calculations reported previously.\footnote{J. Chem. Phys., Vol. 109, No. 24, 22 December 1998.} In these calculations, the potential surface was calculated at roughly 600 different nuclear configurations obtained by changing the values of \( r, \theta, \phi, \) and \( \chi \) in Fig. 1. A compilation of the data can be found in Refs. 55 and 56. An additional set of 60 points has been calculated for the purpose of the present work with the aim to sparsely cover the remaining manifolds. However, these points are pivotal of the analytical surface, where the latter yields physically important structures such as saddle points in the multidimensional space. A complete compilation of all points used in the present work will be published separately.\footnote{J. Chem. Phys., Vol. 109, No. 24, 22 December 1998.}

In the calculations, an atomic basis set of double zeta quality was used: for the C atom, Dunning’s contracted \([4s2p]\) basis (Ref. 58, Table IIA) with a \( d \)-polarization function with exponent 0.75 and contraction coefficient 1.0 (see also Ref. 59, Table II); for each H atom a contracted \([3s]\) basis with a \( p \)-polarization function was chosen. We reproduce the data used in Table I (from Ref. 56). This results in a total of 40 contracted Gaussian functions. The CI space was calculated with single and double excitations (but frozen core electrons) from reference configurations which were generally different for different nuclear configurations. However, the sum \( \Sigma c_i^2 \) over the contribution of the (local) reference configuration to the total electronic wave function was always larger than 0.90 at all geometries. Also, the threshold energy for energy reduction used to test the (local) reference configuration was kept constant at \( E_{\text{threshold}} = 5 \times 10^{-6} \) \( E_h \) on the whole surface. The final value for the \textit{ab initio} energy used for the fit of the analytical potential surface was obtained with the formula of Langhoff and Davidson\footnote{J. Chem. Phys., Vol. 109, No. 24, 22 December 1998.} for the estimation of quadruple excitation, in which \( \Sigma c_i^2 \) was used, however, instead of the leading reference configuration coefficient \( c_i^2 \).

In the present calculations, the lowest \textit{ab initio} energy is \(-176.1183\) aJ \((\sim 40.396\) \( 43\) \( E_h \) \at \( r_c = 1.093 \) Å \((1 \) Å \( = 100 \) \( \text{pm}, 1 \) \( \text{aJ} = 10^{-18} \) J corresponding to 602.21 kJ/mol\(^{-1}\)). The absolute electronic energy was calculated by Grev and
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\caption{Definition of internal ‘‘angular’’ coordinates used for the \textit{ab initio} calculation of \textit{CH}_4.}
\end{figure}
TABLE I. [4s2p]+d and [3s]+p atomic basis set used in the MRD-CI calculations of CH₄.

<table>
<thead>
<tr>
<th>Center</th>
<th>Type</th>
<th>Exponent</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>432.61</td>
<td>0.002 029</td>
<td></td>
</tr>
<tr>
<td></td>
<td>634.882</td>
<td>0.015 535</td>
<td></td>
</tr>
<tr>
<td></td>
<td>146.097</td>
<td>0.075 411</td>
<td></td>
</tr>
<tr>
<td></td>
<td>42.497 4</td>
<td>0.257 121</td>
<td></td>
</tr>
<tr>
<td></td>
<td>14.189 2</td>
<td>0.596 555</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.966 60</td>
<td>0.242 517</td>
<td></td>
</tr>
<tr>
<td>s</td>
<td>5.147 70</td>
<td>1.000 000</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>0.496 20</td>
<td>1.000 000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.153 30</td>
<td>1.000 000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>18.155 7</td>
<td>0.018 534</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.986 40</td>
<td>0.115 442</td>
<td></td>
</tr>
<tr>
<td>p</td>
<td>1.142 93</td>
<td>0.386 206</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.359 45</td>
<td>0.640 089</td>
<td></td>
</tr>
<tr>
<td>p</td>
<td>0.114 60</td>
<td>1.000 000</td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>0.750 00</td>
<td>1.000 000</td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>33.640 0</td>
<td>0.025 374</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5.058 00</td>
<td>0.189 684</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.147 00</td>
<td>0.852 933</td>
<td></td>
</tr>
<tr>
<td>s</td>
<td>0.321 10</td>
<td>1.000 000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.101 30</td>
<td>1.000 000</td>
<td></td>
</tr>
<tr>
<td>p</td>
<td>1.000 00</td>
<td>1.000 000</td>
<td></td>
</tr>
</tbody>
</table>

*From Ref. 56.

Schaefer with the CCSD(T) method to be −176.574 aJ (−40.501 $E_h$). Garmer and Anderson obtain the value $(−40.506±0.002) E_h$ with the quantum Monte Carlo method, and in Ref. 26 the value $−40.516 E_h$ is reported. Probably the best experimental estimate is $(−40.526±0.001) E_h$ (in agreement with more recent data).

Also, in the present calculations, the energy at $r_{CH} = 3.18$ Å and relaxed CH₃ frame is 0.737 aJ higher than the energy minimum. This value can be compared with the electronic dissociation energy, and is roughly 0.04 aJ less than the probably most accurate present ab initio value $D_e = 0.779$ aJ obtained with coupled cluster single double (triple) [CCSD(T)] and correlation calculation between all electrons (in Ref. 26 comparable results are derived from single and multiple reference CI calculations). In these calculations, the equilibrium CH bond length was optimized within the CCSD(T) method, and agrees well with results from the analysis of experimental rotational constants. When the anharmonic zero point energy is considered (as in Ref. 65), the resulting dissociation energy is $D_0 = 0.718$ aJ (432.63 kJ mol⁻¹), which is in good agreement with experimental (thermo and photochemical) data (e.g., $D_0 = 431.8$ kJ mol⁻¹). However, errors of up to 1.0 kJ mol⁻¹ (0.002 aJ) are possible in the determination of anharmonic zero point energy, as will be discussed in a subsequent paper. We have estimated $D_e = 0.7823$ aJ, in the present work, from the experimental data in Ref. 63 and harmonic zero point energy corrections from experimental force fields. Our estimation from anharmonic zero point energy corrections yields $D_e = 0.7823$ aJ.

In order to give a global estimation of errors in our ab initio calculations, we have compared the experimentally derived potential functions for the CH chromophore in CHD₃ with corresponding potentials from ab initio calculations, and tried to determine, from this comparison, a formula for the “uncertainty” of our ab initio data as a function of the potential energy. The result of our analysis may be given as

$$\sigma(E)/h c = 10^{0.04 [\log_10(E-E_{\text{ab initio}}/h c)]^{2.74} cm^{-1}}.$$  

This formula gives a rough estimation of deviations of the theoretical data from expected experimental results on the average (in special cases deviations can even be larger but within the same order of magnitude) and as such will prove to be useful in weighting the ab initio data during the adjustment procedure to be described below. A graphical representation of this function is given in Fig. 4 below.

III. RESULTS FOR THE ANALYTICAL REPRESENTATIONS

A. General structure of the functions METPOT 1 to METPOT 4

The potential of a covalently bound molecule of the type $XY_n$ with one central atom X and several valence electrons is best described as a function of the bond lengths $r_i = r(XY(i))$ (i = 1,...,n), as already noted by Bjerrum, $r_i$ is the distance between the nuclei of the atoms X and Y(i), which are considered to be two strongly interacting bodies in a covalently bound molecule, and potential functions of $r_i$ thus describe two-body interactions. Since the complete potential function of methane must be symmetric with respect to permutations of the four identical H atoms, one term of the potential function can be expected to be of the form

$$V_{s(XY)} = \sum_{i=1}^{4} f_s(XY)(r_i),$$

where $f_s(XY)$ is an appropriately chosen bond-stretching potential function to be described below.

Other two-body interactions are described by functions of the $Y(i) - Y(j)$ interatomic distance $r_{ij}$. In methane, if $r_{ij}$ is close to the equilibrium value, these interactions are likely to be weak compared to the strong interactions of the central force field. However, functions of these coordinates are needed to describe the H–H interaction potentials at large values of the corresponding C–H bond lengths. For the purpose of obtaining a global potential surface, it is helpful to consider such interactions in the region of bound methane, too, which is done, in the present work, with potential functions of the form

$$V_{s(Y)} = \sum_{j=1}^{4} \sum_{i>j} f_{s(Y)}(r_{ij}),$$

where $f_{s(Y)}$ is an appropriately chosen stretching potential function to be described below.
The coordinates $r_{ij}$ have been used before to describe the bending potential in CH$_4$ which has then been interpreted as arising from two-body interaction terms between the H atoms. However, we found that functions of the valence bond angles $\alpha_{ij}$, which have been widely used in the literature to describe bending force fields of polyatomic molecules, are also more adequate to describe the global, anharmonic bending potential of methane. Potential functions of valence bond angles describe implicitly three-body interactions between the $Y-X-Y$ atoms.

In the present work, the total potential energy surface for the methane system is given as a sum

$$V = V_s(XY) + V_s(YX) + V_b(XY),$$

(4)

where $V_b(XY)$ is a bending potential surface to be described in detail in Sec. III C. It will be a function of the valence bond angles, to a large extent, and will have a somewhat weaker dependence on the bond lengths. Thus, all terms in Eq. (4) will contribute to the harmonic stretching potential of methane close to equilibrium. Since there is also some dependence of $V_s(XY)$ on the bending angles, both terms $V_s(XY)$ and $V_b(XY)$ will contribute to the harmonic bending potential. For simplicity, we call $V_s(XY)$ the “$Y-H$ bond stretching” potential, $V_b(XY)$ the “$H-Y$ bond stretching” potential, and $V_s(YX)$ the “pair” potential, in case of methane.

For the purpose of achieving a compact and robust representation of the potential surface, we have chosen to include some dynamical properties directly into specific functions of the coordinates, which will be used to build up the individual potential terms. This approach differs somewhat from the common analytical representation of the potential surface as a many-body expansion of functions of the interatomic distances.$^2$ Many-body expansions are usually sums of many terms, which may have positive or negative signs. Such sums are less robust representations in the sense that the global form of the potential may “fluctuate” considerably in those regions of the configuration space, for which there is less information (either from ab initio calculations or experimental data), and where it may even become unphysical. On the other hand, analytical representations which use specific coordinate functions may show too high a degree of bias. The present representation is built up of global forms, which were chosen adequately to describe the data from ab initio calculations. Within the constraint of using these forms, it is kept as flexible as possible.

### B. The C–H bond stretching potential

We use modified Morse coordinates to describe the bond-stretching potential functions $f_s(XY)$. Equation (2) becomes:

$$V_s(XY) = \frac{1}{2} \sum_{i=1}^{4} F_s y_i^2,$$

(5)

where

$$y_i = 1 - \exp\left(-a_i r_{ij}\right) \left(1 + \epsilon_6 \exp\left(-6 \frac{r_{ij}}{r_s}\right)\right) + \epsilon_8 \exp\left(-8 \frac{r_{ij}}{r_s}\right),$$

(6)

$$\Delta r_i = r_i - r_{0i}.$$

(7)

$y = (1 - \exp(-a r))/a$ gives rise to the Morse potential $V(r) = y^2$, which has been widely used to describe covalent bond potentials, mostly of diatomic molecules. $a_s$ is the usual exponential parameter of the Morse potential, $\epsilon_6$, $\epsilon_8$, and $r_s$ are new, adjustable parameters. It is assumed that possible values of these parameters lie in the intervals $0 < \epsilon_6 < 1$, and $r_s < r_s$, such that $\exp(-r_{ij}/r_s^2)$ will always be much smaller than one. We can thus expect $y_i \approx \Delta r_i$ close to equilibrium. We shall show below, that the equilibrium bond length $r_{0i}$ in Eq. (7) should be chosen as a function of the remaining bond lengths $r_j (j \neq i)$, in order to achieve full flexibility in the description of the harmonic stretching force field.

With the choice $f_s(XY)(r_i) \sim y_i^2$ in Eq. (2) we can describe a parabolic potential in the vicinity of the equilibrium structure, and the asymptotically correct behavior

$$V_s(XY) \sim D_e \frac{C_{\Pi}}{r_i^6} + \frac{C_{\Pi}}{r_i^6},$$

(8)

$$V_s(XY) \sim D_e \frac{C_{\Pi}}{r_i^6} - \frac{C_{\Pi}}{r_j^6},$$

(9)

$D_e^1$ is the dissociation energy for breaking one, $D_e^2$ for breaking two bonds (analogous for breaking further bonds). Specifically,

$$D_e^N = n_k \frac{F_s(n_k) (1 + \epsilon_6(n_k) + \epsilon_8(n_k))^2}{2a_s^2(n_k)},$$

(10)

with $n_1 = 1$, $n_2 = 2$, $n_3 = 3$, $n_4 = 4$. $F_s(1)$ in Eq. (10) means the value of $F_s$ in the methane limit, $F_s(2)$ the value of $F_s$ in the limit of the methyl radical, $F_s(3)$ in the limit of the methylene radical, and so forth with analogous meaning for all the other parameters $[\epsilon_6(n_k), \epsilon_8(n_k)$ and $a_s(n_k)]$ in Eq. (10). As will be discussed below, all parameters will actually be slowly varying functions of the bond lengths, which will in turn parametrize the different dissociation channels of the originally bound compound. Within this approach, we are using that a dissociation CH$_n$ → CH$_{n-1}$ + H occurs whenever a CH bond length becomes large. It will be shown that the potential of the CH$_n$ product can be correctly described by the same analytical representation derived for the CH$_n$ reactant, provided the parameter values are switched accordingly. Slowly varying functions will be described by appropriate switching functions, such that the corresponding parameters will change very little in the definition range of the specific CH$_n$ aggregate. The properties of the switching functions will be discussed in Sec. III E.

In the definition of $y_i$ in Eq. (6) we have assumed that the $r^{-6}$ behavior is the leading term at large values of the bond length. More general $r^{-r}$ expansions are possible, though, whenever the requirement is fulfilled that their con-
tribution to the potential function close to equilibrium is negligible. For the present purposes, the two terms \( r^{-6} \) and \( r^{-8} \) guarantee enough flexibility in the description of the dissociation energy in Eq. (10). It follows that, for methane, the dispersion constant \( C^\text{T} \) in Eq. (9) is given by

\[
C^\text{T} = F_e(1) \epsilon_6(1) r_e(1)^6. 
\]

The sum in Eq. (5) is not the most general quadratic expression allowed by symmetry. There are two independent, totally symmetric combinations of quadratic forms involving the bond lengths (or functions thereof). One type is given in Eq. (5), the other being proportional to \( \Sigma_{ij} y_i y_j \).

The latter sum could, in principle, lead to large negative contributions to the potential surface and consequently does not fulfill the requirement of a robust representation. In a more robust and flexible approach, used in our previous attempts to describe the potential surface of methane with the models METPOT \(^1\) \(^6\) \(^4\) and METPOT \(^2\) \(^,\) \(^7\) \(^3\) we considered positive definite quadratic forms of symmetrized coordinates

\[
V_x = \frac{1}{2} F_{s_1} S_{s_1}^2 + \frac{1}{2} F_{s_2} (S_{s_2}^2 + S_{s_2}^2 + S_{s_2}^2), \tag{11}
\]

where

\[
S_{s_1} = \frac{1}{2} (y_1^{(1)} + y_2^{(1)} + y_3^{(1)} + y_4^{(1)}), \tag{12}
\]

\[
S_{s_2} = \frac{1}{2} (y_1^{(2)} - y_2^{(2)} + y_3^{(2)} - y_4^{(2)}), \tag{13}
\]

\[
S_{s_2} = \frac{1}{2} (y_1^{(2)} - y_2^{(2)} - y_3^{(2)} + y_4^{(2)}), \tag{14}
\]

\[
S_{s_2} = \frac{1}{2} (y_1^{(2)} + y_2^{(2)} - y_3^{(2)} - y_4^{(2)}). \tag{15}
\]

\( S_{s_1} \) and \( S_{s_2} \) define two possible irreducible representations of the symmetric group \( S_4 \) in the space generated by the four bond lengths. In these equations, the modified Morse coordinate was defined as

\[
y^{(l)} = \frac{1 - \exp(-a^{(l)}(r_e - r_s))}{a^{(l)}} \cdot \left(1 + \epsilon_6 \exp(-\frac{r_s}{r_e})^6 + \epsilon_8 \exp(-\frac{r_s}{r_e})^8 \right), \tag{16}
\]

with \( l = 1 \) or 2 and different anharmonicity parameters \( a^{(1)} \) and \( a^{(2)} \).

The stretching potential in Eq. (11) is awkward for the treatment of \( \text{CH}_3 \) and \( \text{CH}_2 \) in the asymptotic limits of large bond lengths, because these molecules have lower symmetry. On the other hand, the stretching potential proposed in Eq. (5) has a simple physical interpretation as a sum of central force fields, which enables the description of the total energy after partial atomizations \( \text{CH}_n \rightarrow \text{CH}_{n-1} + \text{H} \) in an easy way as a sum of \( n - 1 \) central force fields plus a constant energy corresponding to the dissociation energy.

In order to increase the flexibility of the potential function in Eq. (5), we have considered the equilibrium bond length \( r_e^{\text{eq}} \) in Eq. (7) to be the following function of the remaining bond lengths, which will in fact change the value of the equilibrium bond length as a function of the degree of atomization:

\[
\begin{align*}
  r_e^{\text{eq}}(r_1, \ldots, r_{i-1}, r_{i+1}, \ldots, r_4) &= r_e(1) \{ S_{q_1}(r_1) \cdots S_{q_1}(r_{i-1})S_{q_1}(r_{i+1}) \cdots S_{q_1}(r_4) \\
  &+ r_e(2) \{ S_{p_1}(r_1) \cdots S_{q_1}(r_{i-1})S_{q_1}(r_{i+1}) \cdots S_{q_1}(r_4) \\
  &+ S_{q_1}(r_1)S_{p_1}(r_2) \cdots S_{q_1}(r_{i-1})S_{q_1}(r_{i+1}) \cdots S_{q_1}(r_4) \\
  &+ \cdots \\
  &+ S_{q_1}(r_1) \cdots S_{q_1}(r_{i-1})S_{q_1}(r_{i+1}) \cdots S_{p_1}(r_4) \}
  \\
  &+ r_e(3) \{ S_{p_1}(r_1)S_{p_1}(r_2) \cdots S_{q_1}(r_{i-1})S_{q_1}(r_{i+1}) \cdots S_{q_1}(r_4) \\
  &+ \cdots \\
  &+ S_{q_1}(r_1) \cdots S_{q_1}(r_{i-1})S_{q_1}(r_{i+1}) \cdots S_{p_1}(r_3)S_{p_1}(r_4) \}
  \\
  &+ r_e(4) \{ S_{p_1}(r_1) \cdots S_{p_1}(r_{i-1})S_{p_1}(r_{i+1}) \cdots S_{p_1}(r_4) \}.
\end{align*}
\]

The \( r_e(k) \) \((k = 1, \ldots, 4)\) are the equilibrium bond lengths of the \( \text{CH} (5 - k) \) system. \( S_{p_r} \) and \( S_{q_r} = 1 - S_{p_r} \) are given by the function

\[
S_{p_r}(r) = \tanh(a_r(r - r_e)), \quad \text{with } a_r > 0. \tag{18}
\]

Here, \( a_r > 0 \) is needed in order to guarantee the desired asymptotic behavior \( S_{q_r}(r \rightarrow \infty) \rightarrow 0 \).
We see that, to first order in \(dr_i(r_i-r_e)\) one obtains, i.e., in the methane limit, \(\Delta r_i, r_i-r^0_{r_i} = dr_i + a_i(1)(r^0_{r_i}(2) - r^0_{r_i}(1))\) \(\Delta f_d + dr_i + dr_m\), with \(i \neq k, i \neq l, i \neq m\). Thus, close to equilibrium, the force field \(V_i = \frac{1}{2} \sum \Pi_i \Delta r_i^2\) contains contributions proportional to \(a_i(r_i-r_e)(r_i-r_e)\). Consequently, \(a_i\) plays the role of the \(f_{rr}\) force constant in the harmonic stretching force field. Equation (18) can be generalized to include polynomials of \((r-r_e)\), which may be useful, e.g., whenever the signs of \(f_{rr}\) and \(a_i\) need to be chosen independently, or when higher order cross terms between stretching coordinates need to be considered. Currently, a linear function for the argument in Eq. (18) is sufficient and the condition \(a_i>0\) happens to impose no further restriction on the adequate description of the experimental quadratic force field of methane and subcompounds.

Bond stretching potentials of the kind given in Eq. (5) have been used before (see, e.g., Ref. 2), in particular for methane.\(^{14,33,34}\) Stretching potentials as in Eq. (11), defined in symmetrized coordinates, have also been used before, for instance for the representation of the ammonia potential,\(^{45,74}\) for \(\text{H}_2\text{CO}, \text{H}_2\text{CH},\) and methane.\(^{10,12}\) However, the specific representations used in these references were either not flexible or not robust enough. The stretching coordinate functions used there \([\text{usually } f_{sXX}(r_i)-(r_i-r_e)^2]\) do not describe the anharmonic behavior of the stretching potential sufficiently well, and polynomial forms of higher degrees had to be considered, in addition. Moreover, stretching, bending, and coupling potentials are treated as expansion terms in the same polynomial expansion, which leads to less robust representations. In our first representation of the methane potential (METPOT 1), we also considered explicit interaction potential terms between the stretching and bending manifolds, which we shall describe at the end of Sec. III C. We first present a new way to describe the stretching–bending coupling potential under omission of explicit coupling terms by considering bending potential functions with a strong parametric dependence on the stretching coordinates (bond lengths).

C. The \(\text{H}–\text{C}–\text{H}\) bending potential

The Morse potential coordinate \(y_i\) is especially useful for the description of compact and robust bond stretching potentials, because it has the intrinsically correct asymptotic behavior at large values of the bond length. A corresponding coordinate choice for the description of global bending potentials is much more difficult. It would be useful for a robust representation of the bending potential to describe it as a quadratic (or positive definite) function of an appropriate bending coordinate, which could equally well serve as a path for large amplitude bending motions, such as the inversion or stereomutation in polyatomic molecules. Normally, this motion involves large changes in many of the valence bond angles. To our knowledge, at present there is no simple coordinate choice for the compact description of the inversion motion of methane.

We have found that expansions involving the cosine of valence bond angles are a better choice than the valence angles. One reason is the better performance in fitting the \textit{ab initio} data. Another reason is that, from geometrical considerations, potential terms pertaining to \(\text{CH}_2\) subsystems automatically have the correct saddle point behavior at the linear arrangement. The cosine of the valence angles also leads to a simple description of the out-of-plane bending potential of the methyl radical, which we will discuss below. Expressions using the cosine of valence angles have been used in Refs. 36, 76, and 77.

We introduce here the following expressions:

\[
x_{ij}^{(k)} = (\cos(\alpha_{ij}) - c_{ij}^\text{eq}(\cdots r_{k} \cdots)) y_d^{(k)}(r_i)y_d^{(k)}(r_j).
\]

(19)

The meaning of \((k)\) will be explained below. The functions \(y_d^{(k)}\) are given by

\[
y_d^{(k)}(r_i) = \exp \left( - \sum_{l=1}^{l_{\text{max}}} \alpha_{ij}^{d l}(\Delta r_i) \right),
\]

(20)

for the models METPOT 1, 3, and 4, and by

\[
y_d^{(k)}(r_i) = \exp \left( - \sum_{l=1}^{l_{\text{max}}} \alpha_{ij}^{d l}(\Delta r_i) \right),
\]

(21)

for METPOT 2, where \(l_{\text{max}}=3\) in the present work (larger expansions are possible, in principle). \(\Delta r_i\) has been defined in Eq. (7). In order to guarantee the correct asymptotic behavior \(y_{d}^{(k)}(r_i \to \infty) \to 0\) (free rotation of the \(i\)th H atom after breaking the C–H bond), the highest nonvanishing coefficient \(\alpha_{ij}^{d l}\) must be positive. The damping effect of large CH bond lengths on the bending potential cannot be interpreted in a simple way from theoretical considerations based upon the structure of the electronic wave function in the Born–Oppenheimer approximation. We have also tried other possible definitions for \(y_d\), such as \(y_d(r) = \exp(-\Delta r_{i})^{b}\) or with other exponents or polynomials in \(r^{-1}\). The definition given in Eq. (20) yielded the best fits. An exponential damping behavior was found in Refs. 78 and 79, which was discussed in Ref. 78 in connection with a “bond-energy-bond-order” analysis of the bending force field dependence on the stretching potential of triatomic molecules\(^{20}\) (see also Ref. 27).

The function \(c_{ij}^{\text{eq}}(\cdots r_{k} \cdots)\), introduced in Eq. (19), changes the value of the cosine of the equilibrium bond angle depending on the values of the bond lengths, following the same ideas as discussed before for the function \(r_{ij}^{\text{eq}}\) in Eq. (17). For the potential model METPOT 1 we used the function

\[
c_{ij}^{\text{eq}}(r_1, \ldots, r_4) = \cos(\alpha_{ij}^{\text{eq}}(r_1, \ldots, r_4)),
\]

(22)

\[
\alpha_{ij}^{\text{eq}}(r_1, \ldots, r_4) = -3 \arccos \left( -\frac{1}{2} \right) + \arccos(h_i) + \arccos(h_j)
\]

\[
+ \arccos \left( \frac{3h_i^2 - 1}{2} \right) + \arccos \left( \frac{3h_j^2 - 1}{2} \right).
\]

(23)

with indices \(k \neq l \neq i \neq j\) and

\[
h_i = - \frac{1}{3} + \frac{2 \arctan(a_i(r_i-r_e))}{3 \pi}.
\]

(24)

For METPOT 2, 3, and 4 we used

\[
c_{ij}^{\text{eq}}(r_k, r_i) = c_1(1) S_{q_k}(r_k) S_{q_i}(r_i) + c_2(2) \left[ S_{p_k}(r_k) S_{q_i}(r_i) + S_{q_k}(r_k) S_{p_i}(r_i) \right] + c_3(3) S_{p_k}(r_k) S_{p_i}(r_i),
\]

(25)
where

$$S_p(r_e) = \frac{2}{\pi} \arctan \left( \frac{\pi}{2} a_e(r_e - r_e) \right)$$

(26)

for METPOT 2, and

$$S_p(r_e) = \tanh(a_e(r_e - r_e))$$

(27)

for METPOT 3 and 4 ($S_p(r_e) = 1 - S_p(r_e)$).

The function used for METPOT 1 in Eq. (23) yields the values $c_{ij}^{(1)} = -1/3$, if $r_i = r_j (1)$ (for all $i, j, \bar{c}_{ij}^{(1)} = -1/2$ for $i, j, k = 2, 3, 4$, if $r_i \to \infty$, and $c_{ij}^{(2)} = -0.6649846$, if $r_i \to \infty$ and $r_j \to \infty$. Within this model, $c_{ij}^{(1)} = 0$ for $r_i \to \infty$ and $j = 2, 3, 4$, similar to the analytical representations in Refs. 14 and 34. Although this is not a serious problem for the description of the potential surface, since changes in $(\cos(\alpha_{ij}) - c_{ij}^{(1)})$ are damped to zero if $r_i \to \infty$ or $r_j \to \infty$, the effective use of an equilibrium bond angle in the limit of large neighbor bond lengths remains an unsatisfactory issue, which was finally avoided in the functions used subsequently for METPOT 2, 3, and 4. The equilibrium cosine function in Eq. (25) depends only on two (adjacent) bond lengths and is, in spite of this, more flexible in the determination of the actual equilibrium values at $r_i = r_e$.

The bending potential is set up as a polynomial in the coordinates $x_{ij}$. In order to guarantee positive definite forms, we introduce symmetry adapted linear combinations of these coordinates. In methane, the $x_{ij}$ span a six-dimensional vector space representation of $S_4$ (isomorphic to $T_d$), which can be reduced to one one-dimensional, one two-dimensional and one three-dimensional irreducible representations of this group:

$$S_{b_1} = S_{b_1}^{(1)} + a_{b_1} S_{b_1}^{(2)} + S_{b_1}^{(2)} + a_{b_2} S_{b_2}^{(3)} + S_{b_2}^{(3)} + a_{b_3} S_{b_3}^{(4)} + S_{b_3}^{(4)} + a_{b_4} S_{b_4}^{(5)} + S_{b_4}^{(5)} + a_{b_5} S_{b_5}^{(6)} + S_{b_5}^{(6)} + a_{b_6} S_{b_6}^{(7)} + S_{b_6}^{(7)},$$

(28)

$$S_{b_2}^{(k)} = \frac{x_{12}^{(k)} + x_{13}^{(k)} + x_{14}^{(k)} + x_{23}^{(k)} + x_{24}^{(k)} + x_{34}^{(k)}}{\sqrt{3}},$$

(29a)

$$S_{b_3}^{(k)} = \frac{(x_{13}^{(k)} + x_{24}^{(k)}) - (x_{14}^{(k)} + x_{23}^{(k)})}{\sqrt{3}},$$

(29b)

$$S_{b_4}^{(k)} = \frac{(x_{14}^{(k)} + x_{23}^{(k)}) - (x_{13}^{(k)} + x_{24}^{(k)})}{\sqrt{3}},$$

(29c)

$$S_{b_5}^{(k)} = \frac{x_{12}^{(k)} - x_{13}^{(k)}}{2}.$$  

(30a)

$$S_{b_6}^{(k)} = \frac{x_{14}^{(k)} - x_{23}^{(k)}}{2}.$$  

(30b)

$$S_{b_7}^{(k)} = \frac{x_{13}^{(k)} - x_{14}^{(k)}}{2}.$$  

(30c)

The index $(k)$ describes a power ordering which we define now. The bending potential is a quadratic form of the following type of coordinates, which will be distinguished from the coordinates in Eq. (28)–(30) by omission of the index $(k)$:

$$S_{b_n} = S_{b_n}^{(1)} + \sum_{k=2}^{k_{\text{max}}} \sum_{i_{b_{1}}\ldots i_{b_{k}}} a_{b_{i_{1}}\ldots i_{b_{k}}S_{b_{i_{1}}}^{(k)}\ldots S_{b_{i_{k}}}^{(k)}}.$$  

(31)

$S_{b_n}$ has the same transformation properties as $S_{b_n}^{(k)}$. For $k_{\text{max}} = 4$, there are 24 different variables $S_{b_n}^{(k)}$. Due to symmetry conditions, many of the coefficients $a_{b_{i_{1}}\ldots i_{b_{k}}}$ vanish, or are linearly dependent. In Eqs. (32)–(37), we collect all symmetry allowed combinations yielding a total of 40 independent coefficients for $k_{\text{max}} = 4$. 

$$S_{b_1} = S_{b_1}^{(1)} + a_{b_1} S_{b_1}^{(2)} + a_{b_2} S_{b_2}^{(3)} + S_{b_2}^{(3)} + a_{b_3} S_{b_3}^{(4)} + S_{b_3}^{(4)} + a_{b_4} S_{b_4}^{(5)} + S_{b_4}^{(5)} + a_{b_5} S_{b_5}^{(6)} + S_{b_5}^{(6)} + a_{b_6} S_{b_6}^{(7)} + S_{b_6}^{(7)},$$

(32)

$$S_{b_2} = S_{b_2}^{(1)} + a_{b_1} S_{b_1}^{(2)} - S_{b_2}^{(2)} + a_{b_2} S_{b_2}^{(3)} + S_{b_2}^{(3)} + a_{b_3} S_{b_3}^{(4)} + S_{b_3}^{(4)} + a_{b_4} S_{b_4}^{(5)} + S_{b_4}^{(5)} + a_{b_5} S_{b_5}^{(6)} + S_{b_5}^{(6)} + a_{b_6} S_{b_6}^{(7)} + S_{b_6}^{(7)},$$

(33)

R. Marquardt and M. Quack
Instead, bending coordinate displacements is an additional means of introducing implicit stretching–bending interaction potentials. For the potential model METPOT 2, the damping parameters do not depend on the power in which products of $S_{b}$ and $S_{a}$ have a different meaning: e.g., the damping functions, in this case $S_{b2}$ and $S_{b3}$, depending on the power order of products of $S_{b}$ such as $S_{b2}^3$ in Eq. (40) as a function of the power order of products of $S_{b}$ and $S_{a}$ such as $S_{b2}^3$ in Eq. (40).

$$S_{b2} = S_{b2}^{(1)} - a_{b3} S_{b2}^{(2)} + a_{b1} S_{b2}^{(1)}$$

$$S_{b3} = S_{b3}^{(1)} + a_{b2} S_{b3}^{(2)}$$

$$S_{b2} = S_{b2}^{(1)} - a_{b1} S_{b2}^{(2)} + a_{b1}^{2} S_{b2}^{(1)}$$

$$S_{b3} = S_{b3}^{(1)} + a_{b2} S_{b3}^{(2)}$$

These expressions have been obtained by reduction of the direct products $A^i \otimes F^m \otimes F^n$ in $T_d$ symmetry (isomorphous to $S_4$), following the scheme given in Ref. 81 (the appendix). The transformation properties have been tested for each individual equation with MAPLE.}

For the potential models METPOT 3 and METPOT 4, the damping functions introduced in Eq. (20) will have, in principle, different damping parameters $a_{d ij}^{(k)}$ depending on the power order ($k$) of products of the coordinate $x_{ij}^{(k)}$. The appearance of different bond length functions (e.g., the damping functions, in this case) as a function of the power order of products of bending coordinate displacements is an additional means of introducing implicit stretching–bending interaction potentials. Here, we are describing the influence of different amplitudes of the bending motion on the stretching part of the potential.

For the potential model METPOT 2, the damping parameters do not depend on the power in which products of $x_{ij}^{(k)}$ occur. Instead, $a_{d ij}^{(k)}$ in Eq. (21) has a different meaning: $a_{d i}^{(k)}$ is used for the coordinate $S_{b1}$ in Eq. (32), $a_{d j}^{(k)}$ for $S_{b2}$ in Eqs. (33) and
a slowly varying function of the bond lengths. The index \(S_b\) bodynamically at equilibrium: the bending potential is

\[ V_b = F_{b1} S_{b1}^3 + F_{b2} S_{b2}^2 S_{b3} + F_{b3} S_{b1}^2 S_{b2} + F_{b4} S_{b1} S_{b2}^2 + F_{b5} S_{b2}^3 + F_{b6} S_{b1} S_{b3} + F_{b7} S_{b2} S_{b3} + F_{b8} S_{b1} S_{b2} S_{b3}. \]

For METPOT 1, which was the first model potential developed in the context of this work, only \(a_{ij}^{(1)}\) differ from 0. Moreover, for this model, all \(a_{ij}\) were set to zero. In order to describe higher order contributions of larger bending displacements and stretching–bending interaction terms, we had to consider additional cubic and quartic forms:

\[ \Delta V_b^{\text{METPOT1}} = F_{b1} S_{b1}^3 + F_{b2} S_{b2}^2 S_{b3} + F_{b3} S_{b1}^2 S_{b2} + F_{b4} S_{b1}^2 S_{b3} + F_{b5} S_{b1} S_{b2}^2 + F_{b6} S_{b1} S_{b3}^2 + F_{b7} S_{b2}^3 + F_{b8} S_{b1} S_{b2} S_{b3}. \]

The resulting parameter values are listed in the table of the PAPS supplement 1 (Ref. 96).

In molecules with highly symmetric equilibrium structures like methane (\(T_d\) symmetry), infinitesimal displacements of the totally symmetric coordinate \(S_b\) vanish identically at equilibrium: \(dS_b^{(k)} = \sum_{i>j} dS_{ij}^{(k)} = 0\) (the reason being the redundancy condition for the six valence angles). Displacements from equilibrium are thus only of quadratic order in \(S_b\), which makes potential contributions originating from \(S_b\) to be at least of quartic order. However, we may conclude from this, that in methane an additional contribution to the quadratic force field may exist, which is proportional to a linear term in \(S_b\). We define

\[ S_{b0} = \sum_{i\neq j} (\cos(\alpha_{ij}) - c_e) y_{d}^{(0)}(r_i) y_{d}^{(0)}(r_j), \tag{39} \]

where \(c_e\) is the cosine of the equilibrium angle and, like \(r_e\), a slowly varying function of the bond lengths. The index (0) characterizes the use of specific damping parameters for this coordinate. It was checked numerically that \(S_{b0}\) is always positive definite, when all bond lengths are at equilibrium.

For METPOT 2, METPOT 3, and METPOT 4, the final form of the bending potential is

\[ V_{b(XX)} = F_{b1} S_{b0}^3 + F_{b2} S_{b1}^2 + F_{b3} S_{b2} + F_{b4} S_{b1} S_{b2} + F_{b5} S_{b1} S_{b3} + F_{b6} S_{b2} S_{b3}, \tag{40} \]

The “coordinates” \((S_{b0} to S_{b3})\) have been defined in Eqs. (39) and (32)–(37). For METPOT 1, one has to add the expression in Eq. (38) to it.

In the limit \(r_i \rightarrow \infty\) and planar equilibrium structure for the CH\(_3\) frame (the case for the methyl radical), the potential term proportional to \(F_{b0}\) gives the quadratic force field of the \(A^2_H\) out-of-plane mode, e.g., for \(r_1 \rightarrow \infty\):

\[ \Delta \cos(\alpha_{23}) + \Delta \cos(\alpha_{24}) + \Delta \cos(\alpha_{34}) = \frac{3}{2} \cos(\alpha) + 1 = \frac{9}{2} \frac{z^2}{r_e^2}, \tag{41} \]

where \(\alpha_{23} = \alpha_{24} = \alpha_{34} = \alpha\), for this mode, and \(z\) is the vertical distance of the \(H_3\) plane from the C atom (as used by Riveros\(^3\) and Yamada et al.\(^6\)).

D. The H–H pair potential

The direct (two-body) interaction potential between two peripheral H atoms has been studied in Ref. 36. For the purpose of the present work, it is sufficient to use the normal Morse potential as a function of the interatomic distance \(r_{ij}\). In the models METPOT 2, METPOT 3, and METPOT 4 we define:

\[ V_{ij} = D_{ij}(\cdots r_{k\cdots})(1 - \exp(-a_{ij}(\cdots r_{k\cdots})) \times [r_{ij} - r_{ij}^{eq}(\cdots r_{k\cdots})]^2. \tag{42} \]

Here, \(D_{ij}\), \(a_{ij}\), and \(r_{ij}^{eq}\) are the following functions of the CH bond lengths:

\[ r_{ij}^{eq} = r_{HH}[1 - S_{p_{i \text{HH}}}(r_i) S_{p_{j \text{HH}}}(r_j)] + r_{HH}^w S_{p_{i \text{HH}}}(r_i) S_{p_{j \text{HH}}}(r_j), \tag{43} \]

\[ a_{ij} = a_{\text{HH}}[1 - S_{p_{i \text{HH}}}(r_i) S_{p_{j \text{HH}}}(r_j)] + a_{\text{HH}}^w S_{p_{i \text{HH}}}(r_i) S_{p_{j \text{HH}}}(r_j), \tag{44} \]
where different definition, in which $m$ energy between the dissociated H.

and to be discussed in sec. III E below (‘‘x’’ = ‘‘r_{HH},’’

For the potential model METPOT 1, we used a slightly
different definition, in which

$$V_{ij} = V_{ij}^0 + (V_{ij} - V_{ij}^0) S_{p_{DH}}(r_i) S_{p_{DH}}(r_j),$$

and to be discussed in sec. III E below (‘‘x’’ = ‘‘r_{HH},’’

In the limit of simultaneous bond ruptures $r_i \to \infty$ and

$$V_{ij}^0 = D_{HH}(1 - \exp(-a_{HH}((r_i - r_{HH})))^2$$

for METPOT 2 [see Eq. (45)],

$$V_{ij}^0 = -D_{ij}.$$ 

for METPOT 3 and 4:

$$V_{ij}^0 = -D_{ij}.$$ 

One result of our investigations is that, typically, $D_{HH} \\neq D_{HH}$. Also, the maximal decrease rate of $V_{ij}^0$ is not larger than the increase rate of the potential $D_{ij}$ in Eq. (45).

The subsequent subtraction of the H$_2$ binding energies in the asymptotic limit of three and more bond ruptures could lead to deep unphysical energy minima on the global potential surface for CH$_4$, if no further positive interaction energy between the dissociated H$_m$ aggregates is considered. In order to avoid this, we considered, in the models METPOT 3 and METPOT 4, the factor $\prod_{k \neq (i,j)} S_{p_{DH}}(r_{ik}) S_{p_{DH}}(r_{jk})$ in

Eq. (53), which ‘‘turns off’’ the repulsive potential for the pair (ij) of H atoms, whenever a third H atom comes too close to it. Of course, for the correct description of the (repulsive) H$_n$ potential for $n \geq 3$, the model should describe explicitly many-body interaction terms between the individual H atoms (this is also valid for molecules of the general type XY$_n$, when $Y_m$ clusters need to be described in addition to $Y_2$). In the present work, such interactions have not been considered.

For the potential models METPOT 1 and METPOT 2, the subtraction of H$_2$ binding energies, when more than two H atoms dissociate, was not avoided. Instead, a positive potential $V_{HH}$ was added to $V_{ij}^0$, which balances this effect. For METPOT 1:

$$V_{HH} = 2D_{HH} \sum_j \prod_{i \neq j} S_{p_{DH}}(r_i),$$

for METPOT 2:

$$V_{HH} = 2D_{HH} \sum_j \prod_{i \neq j} S_{p_{DH}}(r_i) \times \sum_{k \neq i,j,l,k > j} \exp(-\frac{1}{2} a_{kl}(r_{kl} - r_{kl}^0)) .$$

The total pair potential is the total symmetric sum

$$V_{ij}(Y) = \sum_{i=1}^{n} \sum_{j=1}^{n} (V_{ij} + V_{ij}^0) + V_{HH}$$

($V_{HH} = 0$ for METPOT 3 and 4).

E. Switching functions

One requirement made to global model potentials is that all dissociation channels need to be described in a correct way within the same analytical representation (for single or multiple valued potential surfaces). This implies conditions both on the symmetry aspects of the representations and parameter values for the models.

The expressions for the potential function derived in the present work are the most general quadratic forms which are totally symmetric with respect to permutations of coordinates of $Y$ atoms occurring in $S_A$. For sequential atomizations,

$$XY_n \to XY_{n-1} + Y,$$

$$XY_{n-1} \to XY_{n-2} + Y,$$

the following relationship holds:

$$XY_4 \to XY_3 + Y \to XY_2 + 2Y \to XY + 3Y,$$

$$S_4 \supset S_3 \supset S_2 \supset S_1 \supset \ldots$$

$$\supset C_{3v} \supset C_{2v}$$

$$T_d \supset \ldots \supset \ldots \supset \ldots \supset C_1$$

$$D_{3h} \{i\} \supset D_{3h} \{i, \text{Rot}\}$$

(59)
In this diagram, a tilde (\~{}) means the isomorphism between the symmetric group $S_n$ and the molecular point group or its corresponding subgroup. $S_3$ is isomorphous to $C_{3v}$, for instance, and isomorphous to the subgroup $D_{3h}\{i\}$ of $D_{3h}$ that does not contain the inversion operation. This relationship is specifically important in the context of sequential atomizations of $XY_n$ compounds with equivalent interatomic interactions such as $CH_4$, $CH_3$, and $NH_3$. For instance for these compounds, the equilibrium molecular point groups are $T_d$, $D_{3h}$, and $C_{3v}$. The quadratic forms of the potential after the $j$th atomization step can be considered to be the most general ones having the local molecular point group symmetry of the product molecule $XY_{n-j}$ except for the inversion operation. However, the latter can be successfully described by the linear totally symmetric sum of angle coordinates, as discussed above.

Thus, the analytical representation derived for $S_4$ automatically generates formally correct representations for all subgroups and may be used to describe the potential surfaces of $CH_3$, $CH_2$, and $CH$, as well as, e.g., for $NH_3$, $NH_2$, NH, CO$_2$, and H$_2$O. For compounds with nonequivalent interatomic interactions such as $CH_4$ or $O_3$, the present representation may also be used, if some extensions of the formalism are considered, which include the use of interaction specific interatomic coordinates, but will not be further discussed here.

For quantitatively correct descriptions, the parameter values need to change after subsequent atomizations. Here, we use switching functions of the bond lengths, since these coordinates best describe the status of the system at different atomization levels. In particular, we use functions of the type [see also Eq. (46)].

$$S_{p_{sw}}(r) = \exp\left(-\frac{r_{sw}}{r}\right)^{n_{sw}}$$

$$S_{q_{sw}}(r) = 1 - S_{p_{sw}}(r)$$

In these equations, $sw$ characterizes a certain parameter or parameter group, to which the switching function $S_{p_{sw}}$ is applied. $r_{sw}$ and $n_{sw}$ are corresponding parameters for the switching function. In METPOT 1 and METPOT 2, we considered the three parameter groups: $r_e$ ($sw = r_e$), all stretching parameters ($sw = str$) and all bending and pair potential parameters ($sw = bend$) (see Tables PAPS supplement 1 and PAPS supplement 2). However, as demonstrated by the present model METPOT 3 and METPOT 4, a single switching function (with parameters $r_{sw}$ and $n_{sw}$ in Table PAPS supplement 3) is sufficiently flexible for the description of the global surface. This function is shown in Fig. 2, with typical values for the switching parameters.

The functions introduced here have the advantage of being really logical (01-) switching functions on the whole definition range of their arguments. For switching parameter values $n_{sw} \approx 6$ and $r_{sw} \approx \sqrt{2}r_e$, which are found to be realistic ranges for the investigated compounds, one obtains $1 > S_{q_{sw}}(r) > 0.999$ for $r \leq r_e$. For other types of switching functions used in the literature (e.g., with the arctan or tanh function used in Eqs. (26) and (27), see also Refs. 2 and 78), one usually has $S_{q_{sw}}(r) > 1$ (even $S_{q_{sw}}(r) > 1$ is possible), for $r < r_e$, in which case some parameter values may become negative, e.g., $F_1$ or $F_2$. In contrast, logical switching functions are helpful in setting up multidimensional switching surfaces, which were finally used throughout this work to construct global potential surfaces. The diagram shown in Fig. 3 illustrates this procedure for methane [the parameter "P" may be switched to four different values, in practice, $P(5)$ being irrelevant in most cases].

**F. Harmonic force field and further analytical constraints**

The relationship between the representation of the global potential surface and the harmonic force field of methane, the methyl and methylene radicals is important for the determination of empirically refined parameter sets. As will be discussed below, the parameter adjustment to the ab initio data can be performed under simultaneous consideration of additional constraints, such as the experimental harmonic force field. It is of great help to determine the relevant expressions analytically, which was performed here with MAPLE.

The potential surface can be expanded as a polynomial in displacement coordinates from equilibrium, the lowest nonvanishing terms being of quadratic order:

$$P = \sum \{S_{sw}(r)S_{sw}(r_2)S_{sw}(r_3)S_{sw}(r_4)\}$$

where $S_{sw}(r)$ is the switching function for the bond lengths $r$. The parameters $n_{sw} \approx 6$ and $r_{sw} \approx \sqrt{2}r_e$ are used.

**FIG. 2. Switching functions $S_p_{sw}$ and $S_q_{sw}$ with $n_{sw} = 8$ and $r_{sw} = 2.0\ \text{Å}$.**

**FIG. 3. Diagram for switching parameters in CH$_4$ potential surfaces as a function of bond lengths in CH$_4$.**
\[
V = \frac{1}{2} \sum_{i,j} F_{ij} s_i s_j + \cdots .
\] (62)

The \(s_i\) are symmetrized displacement coordinates. For methane, they have been defined, e.g., in Refs. 10, 12, and 84.

The harmonic force field \(F_{ij}\) of these compounds is given by the following expressions of the model parameters from the present work (METPO 3 and 4). For methane,

\[
F_{11} = F_a(1)(1 - 3g_s(1))^2 + 2F_{b_1}(1)a_c(1)^2 \\
+ 8D_{HHH}(1)a_{HH}(1)^2(1 - 3g_s(1) - \frac{1}{2}r_e(1)a_c(1)),
\]
\[
F_{22} = \frac{2}{3}F_{b_2}(1) + \frac{1}{3}D_{HHH}(1)a_{HH}(1)r_e(1)^2,
\]
\[
F_{33} = F_a(1)(1 + g_s(1))^2 + \frac{2}{3}F_{b_3}(1)a_c(1)^2 \\
+ \frac{2}{3}D_{HHH}(1)a_{HH}(1)^2(1 + g_s(1) + \frac{1}{2}r_e(1)a_c(1)),
\]
\[
F_{44} = -\frac{2}{3}F_{b_4}(1)a^{(0)}(1)(1 + g_s(1)) - \frac{2}{3}F_{b_3}(1)a_c(1) \\
- \frac{2}{3}D_{HHH}(1)a_{HH}(1)^2r_e(1)(1 + g_s(1)) \\
+ \frac{1}{2}r_e(1)a_c(1)),
\]
\[
F_{44} = \frac{2}{3}F_{b_0}(1) + \frac{1}{2}F_{b_3}(1) + \frac{1}{2}D_{HHH}(1)a_{HH}(1)^2r_e(1)^2.
\]

For the methyl radical,

\[
F_{11} = F_a(2)(1 - 2g_s(2))^2 + 2(3F_{b_3}(2) \\
+ F_{b_2}(2)a_c(2)^2[c_e(3) + \frac{1}{2}]^2 \\
+ 6D_{HHH}(2)a_{HH}(2)^2(1 - 2g_s(2)) \\
+ [2c_e(3) + 1]r_e(2)a_c(2))^2,
\]
\[
F_{22} = 9F_{b_2}(2),
\]
\[
F_{33} = F_a(2)(1 + g_s(2))^2 + 2(2F_{b_2}(2) \\
+ F_{b_3}(2)a_c(2)^2[c_e(3) + \frac{1}{2}]^2 \\
+ \frac{2}{3}D_{HHH}(2)a_{HH}(2)^2(1 + g_s(2)) \\
- [2c_e(3) + 1]r_e(2)a_c(2))^2,
\]
\[
F_{44} = -\frac{\sqrt{3}}{2}F_{b_0}(2)a^{(0)}(2)(1 + g_s(2)) + \sqrt{3}(2F_{b_3}(2) \\
+ F_{b_3}(2)a_c(2)[c_e(3) + \frac{1}{2}] \\
- \frac{\sqrt{3}}{2}D_{HHH}(2)a_{HH}(2)^2r_e(2)(1 + g_s(2)) \\
- [2c_e(3) + 1]r_e(2)a_c(2)),
\]
\[
F_{44} = -\frac{\sqrt{3}}{2}F_{b_0}(2) + \frac{\sqrt{3}}{2}(2F_{b_2}(2) + F_{b_3}(2)) \\
+ \frac{\sqrt{3}}{2}D_{HHH}(2)a_{HH}(2)^2r_e(2)^2,
\]
\[
F_{21} = 54D_{HHH}(2)r_e(2)^2a_{HH}(2)^2 \\
+ 486F_{b_1}(2) + 162F_{b_2}(2).
\]

For methylene,

\[
F_{11} = F_a(3)(1 - g_s(3))^2 + 2D_{HHH}(3)a_{HHH}(3)^2 \\
\times [1 - c_e(3)](1 - g_s(3))^2,
\]
\[
F_{12} = 2D_{HHH}(3)a_{HHH}(3)^2r_e(3)(1 - g_s(3))\sqrt{1 - c_e(3)^2},
\]
\[
F_{22} = 2(F_{b_3}(3) + \frac{2}{3}F_{b_2}(3) + F_{b_3}(3)[1 - c_e(3)^2] \\
+ D_{HHH}(3)a_{HHH}(3)^2r_e(3)^2[1 + c_e(3)^2],
\]
\[
F_{33} = F_a(3)(1 + g_s(3))^2.
\]

In these equations, the values \(c_e(1) = -1/3, c_e(2) = -1/2\) have been considered implicitly, and \(g_s(n)\) is defined as \(a_t(n)(r_e(n + 1) - r_e(n))\).

During the adjustment of the bending “anharmonicity” parameters \(a_t(1)\) in methane, we found it convenient to impose the condition

\[
\frac{\partial V_{b(YYX)}}{\partial \varphi} = 0,
\]
where \(\varphi\) is the azimuthal angle described in Fig. 1. The physical motivation is that the bending potential \(V(\vartheta, \varphi)\) has nearly \(C_{\infty v}\) symmetry (see Fig. 1 for the definition of the angular coordinates): \(V(\vartheta, \varphi) = V(\vartheta)\) (for \(\vartheta \leq 60^\circ\)). The cosine of the valence angles can be written as closed analytical expressions of the angles \(\vartheta\) and \(\varphi\) from Fig. 1 and \(V_{b(YYX)}\) can be evaluated as an analytical function of these angles (e.g., with MAPLE). In order that Eq. (78) be valid, we found that the following equations must necessarily hold:

\[
0 = 12\sqrt{3}a_{b_3}(1) + 6\sqrt{3}a_{b_6}(1) + a_{b_7}(1),
\]
\[
0 = 6a_{b_{11}}(1) + 2a_{b_4}(1) - a_{b_5}(1),
\]
\[
0 = 4a_{b_{12}}(1) + a_{b_{13}}(1),
\]
\[
0 = 4a_{b_{18}}(1) + a_{b_{24}}(1),
\]
\[
0 = a_{b_{23}}(1),
\]
\[
0 = a_{b_{24}}(1),
\]
\[
0 = a_{b_{25}}(1) + \sqrt{3}a_{b_{26}}(1),
\]
\[
0 = a_{b_{27}}(1) - a_{b_{26}}(1) + 3a_{b_{30}}(1),
\]
\[
0 = \sqrt{3}a_{b_{30}}(1) + a_{b_{31}}(1),
\]
\[
0 = \sqrt{3}a_{b_{32}}(1) + a_{b_{35}}(1),
\]
\[
0 = a_{b_{31}}(1) + \frac{\sqrt{3}}{36}a_{b_{36}}(1),
\]
CH bond length of methane derived from experimental data (1.0858 Å\cite{10,64}) to the equilibrium value obtained in Sec. II.

Second, the harmonic force field is adjusted to be identical to Gray and Robiette’s result.\cite{10} For this purpose, the functional forms given in Eqs. (63) to (67) in Sec. III F have been considered as analytical conditions $C_i$ by introduction of Lagrange multipliers $\mu_i$ in a modified version of the optimization algorithm from Ref. 85, in which

$$\chi'^2 = \chi^2 + \sum_i \mu_i C_i$$

(98)

is minimized. The coefficients $F_{ij}$ on the left-hand side of Eqs. (63)–(67) are given by the values from Ref. 10. Similarly, the functional forms in Eqs. (68)–(72) were considered for the harmonic force field of the methyl radical with values from Refs. 67 and 87, and Eqs. (74)–(77) for the methylene radical, with values from Ref. 88. For the methyl radical, we also considered the quartic force field coefficient of the $A^2_s$ out-of-plane bending vibration [e.g., in Eq. (73)] from Ref. 67, which agrees well with data from Ref. 77. The results in Ref. 87 are not in agreement with the previous findings of the same authors in Ref. 67. The harmonic force field of the methyl radical seems, indeed, not yet to be well determined.\cite{89,90}

For CH$_3$, the barrier to linearity, as given in Eq. (96), was also considered, with values from Refs. 91 and 92.

Additional analytical conditions are given by the dissociation energies in Eq. (10). First estimations of $D_e$ have been obtained from experimental data for $D_0$ in Ref. 63 (in good agreement with data from Refs. 66, 93–95, see also Ref. 25, 26) and the harmonic zero point energies (data for H$_2$ were taken from Ref. 63). A discussion of the use of harmonic zero point energies and possible corrections from anharmonicity effects will be given in a subsequent paper\cite{53} (for methane, corrections turn out to be very small, on the order of 0.5 kJ mol$^{-1}$ or 0.0008 aJ which is mainly due to cancellations).

Further analytical conditions could be imposed, in principle, by comparison of the anharmonic force field with data from experimental results. For this purpose, functional forms of the parameters, similar to those derived for the harmonic force field in Sec. III F, need to be calculated. These would then involve parameters like the stretching ($a_s$) and bending ($a_p$) “anharmonicities.” The latter cannot be easily determined from the present ab initio data set, although they will prove to be most important for the description of large amplitude bending motions. In the present work, we make a different assumption, given by Eq. (78) [i.e., Eqs. (79) to (89)]. A resulting azimuthal dependence of the total potential will be due, in the present model, to the H–H pair potential, and is expected to be small at moderate values of $\theta$.

An important experimental refinement of the model potential is achieved by indirect consideration of the experimental overtone spectrum of the CH chromophore in CHD$_3$. This makes the difference between the models METPOT 3 and METPOT 4 and will be discussed in detail in a following paper. In METPOT 4 the experimental overtone spectrum was used to refine the potential surface.
The resulting parameter sets from the present work are collected in Table PAPS supplement 3.96 The parameter sets used in our previous work are also given here, for completeness, in the Tables PAPS supplement 1 and PAPS supplement 2.96 In these tables, a reference is given for each parameter to the equation where it is defined. As discussed in Sec. III, the analytical representations METPOT 1 and METPOT 2 are slightly different and somewhat more difficult to treat than the present model potential. Therefore, results from these representations will be less addressed in the remainder of this discussion.

Both for METPOT 3 and METPOT 4, 43 parameters have been varied for the description of the potential surface in the definition domain of the CH₄ molecule. The variation of those bending `anharmonicity’ parameters \( a_{\beta} \) involving fourth-order contributions to \( S_{\beta} \) in Eqs. (32)–(37) (higher than sixth power order in \( V_{\beta} \)) has not led to a significant improvement of the models. In practice, for the present results, these parameters have been set to zero (only 18 of the 40 parameters \( a_{\beta} \) have been varied: \( a_{b_{1}} \) to \( a_{b_{17}} \), \( a_{b_{34}} \) to \( a_{b_{37}} \), and \( a_{b_{45}} \) to \( a_{b_{31}} \)). Fifteen additional constraints, given as analytical equations for the parameters, have been considered during the adjustment. The parameters \( r_{x}, r_{y}, r_{w}, a_{111} \) and \( r_{a_{111}} \) were varied manually. \( a_{c} \) was determined by an independent adjustment of the function \( c_{ij}^{eq}(r_{1}) \) [Eq. (25)] to a subset of the \( ab \) initio data (from Refs. 55–57) which describe the optimized \( a_{23} \) angle \( (=a_{24}-a_{34}) \) as a function of \( r_{1} \). The quality of this adjustment is shown in Fig. 5. Thus, effectively, 25 parameters have been varied. In the present work, the harmonic force field of \( \text{CH}_{3}, \text{CH}_{2}, \) and \( \text{CH} \) is given by experimental values, and many of the anharmonicity parameters were essentially taken from the adjusted \( \text{CH}_{4} \) values (apart from the out-of-plane bending in \( \text{CH}_{3} \) and the bending in \( \text{CH}_{2} \), which were adjusted to experimental results from the literature). Switching parameters were considered to be identical for all compounds.

Standard deviations for individual parameters as a measure of the statistical uncertainty in their determination cannot, in general, be extracted from the adjustment algorithm, when additional conditions are considered, because these conditions impose also a large correlation between the parameters involved, in addition to the analytical fitting bias. For METPOT 3, the averaged weighted deviation \( \chi \) of the adjustment to all data up to 2 aJ is 0.0021 aJ (107 cm⁻¹), the unweighted deviation is 0.028 aJ. The averaged unweighted deviation for roughly 150 data up to 0.4 aJ (~20 000 cm⁻¹) is 0.0030 aJ. For 450 data up to 0.8 aJ (roughly the dissociation energy), the averaged weighted deviation is 0.0019 aJ, the averaged unweighted deviation is 0.015 aJ, the largest deviation is 0.08 aJ. In Fig. 4, mean (unweighted) deviations per energy range (deviation frequencies) are shown in a histogram, from which one can see that, e.g., the averaged deviation in the range between 30 000 and 35 000 cm⁻¹ is 820 cm⁻¹ (0.016 aJ). Roughly, these values follow the uncertainty function Eq. (1) of the \( ab \) initio data. For METPOT 4, the averaged weighted deviation to all \( ab \) initio data up to 2 aJ is 12% higher than for METPOT 3 (roughly 120 cm⁻¹).

In a subsequent paper,53 we shall discuss the quality of the potential surface models for methane by showing some graphical representations of one- and two-dimensional cuts of the global potential hypersurface and comparing the results with corresponding cuts of other model potential functions from the literature. These cuts will also show that the overall functions are indeed very smooth, and that the potential surface METPOT 4 is lower than METPOT 3 in almost all regions. The parameter values given in the PAPS Supplement96 have been written with as many digits as necessary to calculate those results. We draw attention also to recent work from our group, where the small parity violating potentials due to the weak nuclear interaction have been calculated for methane.97

V. CONCLUSIONS

Effective potential energy hypersurfaces for the nuclear motion in molecular systems, such as those derived from the Born–Oppenheimer approximation for the solution of the molecular Schrödinger equation, constitute an important instrument for the investigation and understanding of the molecular structure and dynamics. Applications are found in many different fields, such as spectroscopy and chemical kinetics. Global potential energy hypersurfaces may be considered as bridges between these fields. They allow, on the one hand, for an insightful evaluation of experimental data, on the other hand they help to understand the connected set of individually calculated \( ab \) initio potential points.

The representation of potential surfaces through analytical model potentials is of special interest. Analytical representations can be useful, compact summaries of the huge amount of data from \( ab \) initio theory needed to describe the nuclear motion in polyatomic molecules. They also help to obtain a meaningful interpretation of the potential hypersurface, a physically correct interpolation, occasionally also the extrapolation of \( ab \) initio data points to asymptotic regions of configuration space. And, most important, analytical representations may be adjusted to experimental results.

For covalently bound polyatomic molecules, the derivation of adequate analytical representations of potential surfaces is a difficult task. Common representations are either
not sufficiently flexible, or not robust. A lack of flexibility usually hinders a better description of experimental data. A lack of robustness has often caused in the past a poor definition of physical artifacts in regions of the multidimensional surface, which had not been well constrained. Robust and flexible representations may be obtained from compact functional forms of the internal coordinates, which already contain a great part of the specific interaction.

In the present work, we have developed analytical representations of potential hypersurfaces under special consideration of the criteria globality, flexibility, and robustness. The formulas derived in Sec. III are of a rather general type and can be used to describe the potential surface of a general compound \( XY_n \), after some extensions. The possibilities for obtaining more generalized forms under the given symmetry constraints have not been exhausted yet. The representations have been applied to derive model potentials which describe the (globally) lowest electronic state of methane and its dissociation products. Parameter values have been determined, in a first, raw procedure, by fitting the model potential to a large set of \textit{ab initio} energy points. In a second, “fine tuning” step, the model potential was refined empirically, without changing the coarse shape of the potential surface, to yield results that agree much better with experimental observables. For this purpose, several quantities such as the experimental CH bond length, the harmonic force field, the dissociation energies, and the experimentally determined anharmonic model potential surface of the CH chromophore in \( \text{CH}_3 \) have been considered as additional constraints during the final fits. Certain additional conditions have been considered directly by introduction of Langrange multipliers in the least-squares algorithm. Four slightly different model potentials have been determined: METPOT 1 to METPOT 4. The first two have already been referred to in our previous works. The methane model potential METPOT 4 can be considered to be a best compromise. We will discuss its application to various experimental quantities in a subsequent paper.53
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