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ABSTRACT

Hydrogen fluoride clusters (HF), and their isotopomers are reviewed as prototype
systems for hydrogen bond dynamics. Infrared spectroscopy and ab initio calculations
of potential hypersurfaces provide deep insights into the quantum dynamics of the
hydrogen bonds in these clusters. Infrared spectroscopic developments using cooled
cells, supersonic jets, Fourier transform, and laser techniques have contributed to the
progress in our understanding of these clusters, as well as new developments in the
analytical representation of empirically refined multidimensional potential hypersur-
faces based on many body decompositions. The essential link between potential
hypersurfaces and spectroscopic data is provided by quantum dynamical techniques
allowing for numerically exact (or almost exact) predictions from solutions of the
multidimensional rovibrational Schrédinger equation. The application of quantum
dynamical approaches such as quantum Monte Carlo techniques and variational
techniques to hydrogen fluoride clusters is summarized. Properties and processes
considered include hydrogen bond formation and dissociation, concerted hydrogen
bond switching, hydrogen transfer, libration, and intramolecular vibrational-rota-
tional redistribution. Spectral shifts, isotope effects, and the convergence of properties
of small clusters to condensed phase properties in large clusters are discussed. We
successively review results for the dimer, (HF)2, the trimer, (HF)3, and larger oligo-
mers (HF), including finally nanocrystalline clusters with n > > 100. Apart from a
review of fundamental spectroscopic data we summarize also our current knowledge
of the kinetic processes in these clusters, with timescales ranging from femtoseconds
to microseconds, as derived from high-resolution spectroscopy.

1. INTRODUCTION

Condensed molecular matter is largely shaped by interatomic and intermolecular
forces: fluidity, surface tension, volatility, conductivity, diffusivity, phase state, and
hardness—they all depend on how the constituent atoms and molecules interact
with each other.! Primary processes of cluster dissociation, rearrangement, and
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further reactions govern these properties. Their detailed investigation profits sub-
stantially from small system sizes. This provides the key incentive for studying
isolated molecular clusters in the gas phase. By gradually increasing the cluster
size, one can hope to approach condensed phase behavior without having to give
up the simplicity of finite systems. Towards the same goal, it is advantageous to choose
prototype systems which contain as little nonessential complexity as possible.

Undoubtedly, the hydrogen bond? is among the most important intermolecular
interactions.® Hydrogen fluoride (HF) is the simplest molecule which can undergo
such a polar hydrogen bond with itself. In particular the dimer (HF), can be and
has been studied by high-resolution rotational—vibrational spectroscopy.*~’ Fur-
thermore, the series of (HF), clusters (n =2, 3, 4, 5, 6, . . . ) provides a sequence
along which the structure, energetics, and dynamics of the hydrogen bond can be
studied particularly well by both experiment and theory.® But HF offers additional
incentives for a detailed study. Its equilibrium vapor phase exhibits an unmatched
clustering tendency at normal temperatures and pressures.’ In contrast to carboxylic
acids,'® the clustering does not peak at the dimer. Cooperative effects are very
pronounced—the interaction energy in a larger cluster exceeds by far the sum of
all molecular pair interactions® and the dynamics changes accordingly with cluster
size. Finally, HF is a powerful solvent!! for ionic and biomolecular matter and an
important etching agent in semiconductor industry.

Experimentally, infrared (IR) spectroscopy provides a sensitive tool for the study
of hydrogen bonds.?!2 Modern supersonic expansion techniques,! possibly com-
bined with rovibrational Fourier transform infrared (FTIR) and laser spectros-
copy,'* offer access to hydrogen-bonded clusters in a collision-free environment,
while the particular properties of HF also allow a study of these clusters in
equilibrium gas cells.!>!¢ NMR spectroscopy can provide important complemen-
tary information,!” which has remained largely unexplored for HF in the last
decades.!®!®

On the theoretical side, the small number of electrons in HF allows for high-level
electronic structure calculations and for the accurate mapping of multidimensional
potential energy hypersurfaces (PES), on which the nuclear dynamics can be
investigated.® The small reduced mass of the HF molecule together with the pro-
nounced anisotropy of its hydrogen bond interaction typically call for a quantum
dynamical treatment,2® with sizeable quantum effects already at the zero-point level.

The purpose of this review is to summarize some of the recent IR spectroscopic
and dynamical insights which have been obtained for clusters of HF from the dimer
to nanometer-size aggregates. Rather than being exhaustive, we will highlight a few
key dynamical features. A brief review of the connection to thermodynamic
properties of the vapor phase has already been published.” Other reviews have
concentrated on the PES®?! and on early dynamical work?! on HF clusters, or have
embedded HF cluster work in a wider framework of molecular aggregates.?>~>
Collisional energy transfer,2!* for which accurate dynamical calculations on the
most recent PES remain to be done, is not reviewed here. Reviews of some
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time-dependent quantum dynamical techniques and symmetry considerations related
generally to our work on molecular and cluster dynamics can be found in refs. 35,36.

2. SPECTROSCOPY

Hydrogen bonds convert rotational and translational degrees of freedom into
intermolecular vibrations and strongly influence the participating intramolecular
X-H stretching modes. Hence, rotational—vibrational spectroscopy is a natural
choice for their study. As genuine hydrogen bonds are important in electronegative
elements of the first Period (X =N, O, F) with relatively small polarizabilities, linear
Raman spectroscopy has not played a dominant role, although it can be useful.’’
The lack of low-lying electronically excited states in HF prevents the application
of powerful visible and near-UV laser techniques.?® Radio-frequency and micro-
wave spectroscopy played an important role in characterizing the HF dimer through
its large amplitude tunneling motion***° at the start of the era of high-resolution
spectroscopy of molecular complexes a quarter century ago. In the future, this
frequency range may receive revived interest due to the reliable prediction of
vibrationally averaged structures of isotopomeric hydrogen fluoride clusters, which
carry a small, zero-point motion-induced dipole moment. For the time being, IR
spectroscopy remains the single major spectroscopic approach to elucidate the
dynamics of HF clusters. One may distinguish two different techniques:

1. Indirect absorption methods, the IR attenuation by the clusters is determined
as a function of wavenumber 7. This involves FTIR spectroscopy®’: 2164142 a5 well
as diode,” difference frequency,**’ color center***, and Raman-shifted dye
lasers.>® These techniques provide reliable information about the spectra, including
band strengths and linewidths. In favorable cases, the latter may be decomposed
into instrumental, Doppler, pressure, and lifetime broadening contributions. Some-
times, sensitivity can be a problem, unless pulsed supersonic expansions*>#431:52
or long-path cells”'%>? are employed. The sensitivity limits inherent in broadband
FTIR spectroscopy have been alleviated recently by using a buffered, synchro-
nously pulsed rapid-scan technique.>>? In this method, the full low-resolution
(0.2-10 cm™!) IR spectrum is measured in a single rapid scan during an intense
substance pulse of 50-500 ms duration. The pulse is diluted in a vacuum buffer
chamber before entering the mechanical pumping system. By increasing the size
of the buffer chamber, the achievable spectral resolution AV (determined by the
pulse duration t, via AU = 1/(2tpvm) where v is the mechanical mirror speed) can
be increased up to the instrument limits without the need for a larger pumping
system. In this way, FTIR jet spectroscopy>*~>° can be applied routinely to molecu-
lar clusters in a wide size range.>?

2. On the other hand, spectroscopies have been employed, which detect the IR
absorption indirectly. These include laser-induced fluorescence,’’ bolometric de-
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tection, 8% as well as size-selective scattering and predissociation experi-
ments.®*6! While bolometric techniques have led to beautifully detailed photofrag-
ment distributions for HF dimer,*® combination with scattering permits
discrimination of a given cluster size against all others without requiring rotational
analysis (see Section 7). Classical predissociation spectroscopy with mass spectro-
scopic detection is often misled in its cluster size assignment by extensive cluster
ion fragmentation,5263 unless it is combined with careful isotope substitution
experiments.®* Double-resonance spectroscopy65 and saturation spectroscopy®®
have also been applied successfully. Often, these types of spectroscopy have a
higher detection sensitivity than direct linear absorption experiments. However,
their correct interpretation occasionally requires a detailed knowledge of the
available fragmentation channels and typically, they do not resolve the problem of
vibrational assignment in any better way than direct absorption techniques.

3. POTENTIAL ENERGY HYPERSURFACES (PES)

Our current knowledge about the PES of HF clusters is summarized in a recent
review®, It derives from two complementary approaches. Ab initio supermolecule
calculations at various levels of sophistication®’®° provide important geometrical
and energetical trends as a function of cluster size. Although these trends refer to
local minimum energy and saddle point structures rather than to experimentally
observable (vibrationally averaged) quantities, they yield qualitative information
about the convergence of cluster properties towards the condensed phase.>® At the
highest levels available and for small clusters,’®’! supermolecule predictions turn
out to be even quantitatively reliable in some cases. However, more global PES
scans’? and representations’>"> are required to verify this reliability, because
comparison to experimental data involves a nonlocal quantum treatment of the
nuclear dynamics (see Section 4). Reliable inversion procedures to obtain a full-
dimensional PES from spectroscopic data without quantum-chemical guidance
do not seem to be in reach for systems of more than three atoms,’* thus suggesting
the use of large-scale ab initio PES scans. For practical reasons, such scans usually
have to be carried out at somewhat lower levels.”>”> In order to be useful, they
require empirical adjustments.”>’8 In order to be applicable to larger clusters as
well, they should be based on a many-body decomposition scheme.®!”¢8 The idea
is to separate the total energy of the cluster in a given geometry into three or more
parts (illustrated here for a pentamer structure, with circles sketching the cluster
structure and filled circles denoting those molecules which contribute to a given
energy term®):

1. The energy of the monomers at the geometry in which they are found in the
cluster relative to their free equilibrium energy, the so-called one-body potential V.
In HF pentamer there are five such terms, each one corresponding to a process:
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This monomer relaxation contribution is particularly important for strong hydrogen
bonds, such as those present in larger HF clusters. It destabilizes the cluster with
respect to the monomers, but this is overcompensated by the stabilization effect on
the other contributions at the cluster minimum structure. Often, in a rigid-body
framework,”’ this term is neglected.

2. The pair potential V2, which describes the interaction of two monomers in a
given (monomer and pair) geometry of the cluster relative to separated monomers
in the same monomer geometry. In the pentamer there are ten such terms,® each one
corresponding to a process:
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Typically, the sum over all these pair interactions in a cluster is the most important
energetical contribution close to the global minimum structure. Often, it is the only
contribution considered at all.”8-%

3. The three-body potential V2, which describes that part of the interaction of
three monomer units in a given cluster geometry which is not captured by monomer
relaxation nor by the three pair interactions. In the pentamer there are ten such
terms,® each one corresponding to a process:

, P, +?
. + ®¢ ., e . Y. @ 0V | e O
. ® ®. o Qe .. + ..

The three-body potential is often neglected in simplified treatments,’®-%! but it turns
out to be essential in hydrogen-bonded systems, reaching up to one-half of the pair
interaction in HF clusters at their minimum geometries and much more in some
other conformations.®!” The popular reduction of the three-body potential to simple
induction mechanisms is also not applicable here.882-84

In principle, further contributions involving four-, five- and higher body forces
would have to be included for clusters beyond the trimer. However, their importance
typically decreases quickly after the three-body term.®!78 They can be neglected
altogether for some applications (minimum energy structures, hydrogen bond
rearrangements, and energetics at moderate accuracies) or may be restricted to
four-body terms in others (highly accurate structures and binding energies, collec-
tive vibrations, hydrogen transfer reactions).®%°

The first generation of empirically refined full-dimensional pair potentials for
HF clusters is represented by the SQSBDE PES,’® which was mainly based®® on
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systematic ab initio scans by the Vienna group.” Currently, the best available pair
potentials are SC-2.9 and SO-3, two related, empirically refined fits of more than
3000 high-level ab initio points.”*#” They are usually combined with a monomer
potential of generalized Poeschl-Teller type.’?788 The best available analytical
three-body potential HF3BG®88° is a fit to 3000 ab initio points at lower level
without empirical refinement, as the three-body term is relatively insensitive to
basis size and correlation treatment. For more details, see ref. 8.

4. QUANTUM DYNAMICAL APPROACHES

The connection between these potential energy surfaces and spectroscopic re-
sults'*% requires a careful characterization of the multidimensional dynamics of
HF clusters. The cluster sizes discussed here range from the tetratomic dimer to
nanometer-scale aggregates. The applicable dynamical methods depend very criti-
cally on this size. While complete full-dimensional bound state and quantum
scattering calculations are only in reach for a pair of diatomics, the largest of these
clusters can at most be treated at a locally harmonic or classical dynamical level, except
for maybe the quantum ground state. Figure 1 schematically orders some of the
available methods according to their applicability to HF clusters of increasing size.

We shall give a very brief outline of the possibilities and limits of some of the
more important methods which have been applied to HF clusters, before presenting
results for individual cluster sizes.

4.1. Variational Techniqués

For low-dimensional problems, rigorous variational techniques using finite.basis
set or discrete variable representations of the complete configuration space are very
powerful.”!2 Applications to clusters of two flexible diatomic molecules (six
vibrational degrees of freedom) represent the state of the art in this field”> and can
provide a very accurate description of the bound and metastable state dynamics of
(HF)2,94"96 including photofragment formation and distribution.””° Collocation
methods have been used as well.!® For larger systems, selective diagonalization
techniques are useful.!%!-104

From the rigorous variational approaches, a series of approximate methods can
be derived. For the HF dimer, a powerful approximation consists in adiabatically
separating the two high-frequency monomer vibrations from the four low-fre-
quency hydrogen bond modes.!672195-108 The resulting (4 + 2)D adiabatic wavefunc-
tions retain the full dimensionality of the problem but can be obtained much more
economically. This also allows for an efficient and accurate treatment of rotationally
highly excited states,”>!9"1% which are currently too demanding for rigorous treat-
ments. Limitations of the adiabatic approach will be discussed in Section 5. '

In a “crude adiabatic” (4D) approach,'® the monomer degrees of freedom are kept
fixed at their equilibrium value or at some effective, vibrationally averaged geome-
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—— — - full dimensional quantum scattering

—— — - variational bound states

—— — - DQMC excited states

-~ - DQMC excited state approximations

— - subspace grid/variational techniques

— - vibrational SCF + correlation approaches

— - ab initio harmonic force fields

— - DQMC ground states and adiabatic channels

— - on the fly “ab initio” classical dynamics

— - harmonic frequencies

— - classical dynamics

T T T T T T T T B

1 2 4 8 16 32 64 128 256 512 (HF)

Figure 1. Approximate ordering of various dynamical methods according to
their applicability to HF clusters (HF), of increasing size n.

try.l°9'”° While this introduces some arbitrariness, it is a reasonable assumption for
weakly interacting monomers if one is mostly interested in the van der Waals modes.
HF dimer is a borderline case, whereas larger HF clusters interact too strongly to
make this a very useful assumption.® For larger molecules such as water and
ammonia, the rigid monomer approach is often a prerequisite for the application of
variational techniques and for the availability of suitable interaction PES.%*104111
In larger HF clusters, where a full variational treatment is out of reach even for
frozen monomers, one can clamp further coordinates and concentrate on reduced
subspaces. Such approaches have also been applied to (HF)2,112 where one can
check their reliability against more rigorous treatments. Investigations of the
n-dimensional pure HF stretching subspace for (HF), <642 and of the three in-plane
or the three out-of-plane librations for (HF)365 have given important insight into
subspace anharmonicities and have supported experimental assignments. However,
great care is indicated in such treatments, since anharmonic contributions of the
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neglected low-frequency modes can be very substantial, in particular when one
deals with dissociative degrees of freedom.376113 I such cases, it i1s advisable to
include at least the zero-point energy of the bath modes, i.e. to treat the subspace
dynamics on an adiabatic surface.

Rather than freezing certain degrees of freedom, one may consider a variational
self-consistent-field representation of the coupled modes,'!*!!> which is so suc-
cessful in the field of electron dynamics. First results along these lines, including
also the perturbation treatment of neglected mode correlations, are quite promis-
ing,!!* but rigorous tests for well-characterized cluster systems such as HF dimer
remain to be carried out.

Finally, one may ask whether one-dimensional variational treatments may be
useful for such hydrogen-bonded clusters. The high symmetry and strong
coupling in the HF ring complexes leaves relatively little room for a meaningful
one-dimensional coordinate choice, unless the symmetry is broken via isotopic
substitution.’> In HF dimer, one can in fact devise one-dimensional paths for
dissociation and hydrogen bond interchange, but simplified treatments of the
dynamics along these paths!!®!'7 seem to lead to erroneous results. Again, a
minimum requirement appears to be inclusion of the zero-point energy contribu-
tions of neglected bath modes.”®!'® This leads us to a completely different class of
dynamical methods, which are dealt with in the next sections.

4.2. Diffusion Quantum Monte Carlo (DQMC) Techniques: The General
DQMC Approach for Ground-State Properties

Even if the essential dynamical aspects of a molecular cluster are born out of a
restricted subspace of the PES and can thus be treated with variational methods,
there will typically be nontrivial zero-point energy contributions of the remaining
modes. Neglect of these contributions will lead to systematic errors in the compari-
son between experiment and theory. For hydrogen-bonded systems, such errors are
particularly large, because the spatial containment of the light hydrogen in the
intermolecular bond gives rise to a sizeable spread in momentum.

The diffusion quantum Monte Carlo approach!!®-'% provides a rigorous and
simple method to evaluate the zero-point energy E, and wavefunction y, of
arbitrary subspaces (including the full configuration space) up to very large cluster
sizes, given the potential energy hypersurface V. The method relies on an isomor-
phism between the N-particle time-dependent Schrodinger equation for nuclear
motion (masses m,;), when written in terms of an imaginary time equivalent
(it/h=7),

N h2

I v /2 -
a(n/f:) 2 V ~(V-Ep v “)

and a multidimensional transport equation for y:
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The wavefunction y is mimicked by a discrete distribution of random walkers
which undergo multidimensional anisotropic diffusion with diffusion coefficient
D, in coordinate space and a first-order growth/shrinkage process according to the
local potential energy V, shifted dynamically by a coordinate-independent term
Ep. For long (imaginary) times, a stochastic stationary distribution of the random
walkers can be reached. It corresponds to the ground state wavefunction y, of the
cluster (or a given subspace), and the potential energy shift E, required to achieve
stationarity is equal to the numerically exact cluster ground state energy E,, to within
a symmetrical error bar which results from the stochastic nature of the simulation.

When applied in cartesian coordinate space without any restrictions, the DQMC
method can be used to predict the spectroscopically observable dissociation energy
D, of the cluster, which is linked to the electronic dissociation energy D,, via,

Dy=D, - AE, (6)

where AE, is the difference in zero-point energies between the cluster and its
fragments. Such accurate dissociation thresholds are important for the correct
interpretation of predissociation experiments and for the thermodynamics and
kinetics of evaporation and condensation.

4.3. Symmetry Restricted DQMC Approach for Excited States

Another DQMC application arises when the multidimensional configuration
space of the cluster is divided symmetrically by a given hypersurface and random
walkers are killed whenever they attempt to cross the hypersurface. In this way, one
can generate a wavefunction which is antisymmetric with respect to this hypersur-
face.!22126127 (Jgually, the hypersurface can be distorted in one or more dimensions
without destroying its symmetry.'?® In such a case, the algorithm will generate an
upper bound of the exact lowest antisymmetric eigenstate of the cluster. In rare
(low-dimensional) cases, the dividing (nodal) surface is completely defined by
symmetry and an exact excited eigenstate is obtained. For instance, a cluster of four
ordered atoms will be either planar, left-handed, or right-handed with respect to
some stereochemical convention. The hypersurface of all planar configurations
separates left- from right-handed clusters and is fully determined by this symmetry
requirement alone. In such a case, the quantum Monte Carlo method can be used
to obtain the corresponding lowest symmetric and antisymmetric eigenstates with-
out approximation. If the nodal surface of a given cluster vibrational state is known
approximately, e.g. from an SCF calculation,'*!> DQMC can be used to obtain
better estimates of cluster eigenstates using this fixed node.!? Furthermore, the

nodal surfaces can be optimized in order to improve the eigenvalues fur-
ther 68:127.130,131
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4.4. Quasiadiabatic Channel Quantum Monte Carlo Method for
Rotationally and Vibrationally Excited States

If the random walk is constrained to a subspace of the full configuration space,

it yields the zero-point energy of this subspace alone, which could be the space of
bath modes in a restricted variational calculation.”®!!® For example, one can solve

the Schrédinger equation for the nuclear motion in a cluster such as HF dimer for
clamped HF---HF distance R. The resulting eigenvalues of the Hamiltonian as a
function of R define adiabatic channels,!>!3? which are important for statistical
theories of reaction kinetics. The DQMC algorithm can be used to accurately
calculate the lowest adiabatic channel for reactions of nearly arbitrary complexity,
e.g. for enzyme reactions, if an analytical PES is available. In simple cases,
symmetry also allows for the calculation of excited channels in the spirit of the
previous section. An example for HF dimer, where the lowest channel of each
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Figure 2. Lowest quasiadiabatic DQMC dissociation channels of each sym-
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together with the minimum energy path (dashed curve).”® The channel
energies are shown with respect to two separate HF monomers in their lowest
quantum states and the minimum energy path goes to O for large R.
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symmetry has been calculated, is given in Figure 2. Within such adiabatic channels,
the 1D Schrodinger equation for motion along R can be solved using standard
techniques'**!3* to yield reliable stretching eigenvalues within the adiabatic approxi-
mation. Some of these eigenvalues are indicated by horizontal lines in Figure 2.

The DQMC algorithm can also be applied to effective rotational surfaces, which
are obtained from the electronic potential energy by locally adding rigid rotor term
energies. In this way, vibrationally averaged rotational constants and other expec-
tation values’®!3>136 can be calculated’® and compared to experiment. By combin-
ing the clamped R approach with effective rotational surfaces, dissociation channels
with overall angular momentum can be obtained by DQMC. Three such channels
for different J are shown in Figure 3.

The strategy of empirical refinement of PES via DQMC calculations of rotational
constants and spectroscopic dissociation energies, which we introduced in refer-
ence 76, is now applied frequently,’>121*7-13 and testing of van der Waals PES
with DQMC runs has almost become routine'*? since its first applications.!*! It
should be emphasized!?>!42-14 that expectation values of the rotational constants
are not necessarily identical to the spectroscopically defined rotational constants.
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The main advantage of the DQMC method over basis set approaches is its
favorable scaling with system size, which it has in common with other Monte Carlo
techniques, and the numerically exact nature of the result for selected vibrational
states. Beyond the determination of vibrationally averaged cluster structures and
dissociation energies, which are important for the interpretation of spectroscopic
predissociation measurements, DQMC is most powerful in combination with
variational subspace treatments, to which it can add the zero-point energy of the
neglected bath modes in an adiabatic framework.”®

4.5. Classical and Harmonic Approximations

If global PES are available but quantum dynamical treatments are out of reach,
one can resort to classical dynamical treatments. As discussed, one should be aware
of sizeable errors for HF and other hydrogen-bonded systems in this case. In early
applications to liquid HF’®1%5 and HF clusters,”® the error in the (pairwise additive)
PES was at least comparable to that of the classical approximation and the two tend
to partially compensate each other.’ The classical dynamical treatment of HF
clusters in Ar matrices has been applied for estimates of matrix shifts.!*¢ One may
also consider to embed a local quantum subsystem into a classical solvent environ-
ment, but this will be less advantageous in a homogeneous HF cluster.

On the fly dynamical evaluations or “ab initio molecular dynamics”!#"*8 cir-
cumvent the need for an analytical PES but they are still limited to relatively
inexpensive and consequently approximate electronic structure approaches, usually
density functional theory.!#*!%° Nevertheless, they have provided valuable theoreti-
cal insights into the structure of liquid HF.!*! The inclusion of thermal quantum
effects via path integral approaches!**!>® would be particularly attractive for the
hydrogen fluoride system due to its pronounced librational quantization.

If sufficiently accurate global PES are not available but a rough dynamical
characterization of the cluster is required, one can resort to the local harmonic
approximation, which is included as a standard option for many electronic structure
approaches in quantum chemistry codes both for minima in the potential and for
saddle points (transition state structures). Due to the correspondence between
quantum and classical harmonic oscillators, such a quadratic force-field diagonali-
zation is equivalent to low-temperature classical dynamics simulations. The har-
monic approach will miss out important features of large amplitude motion such as
tunneling splittings,* pronounced anharmonicities,*? overtone and combination
bands,'* and anomalous isotope effects>!"’611® but it provides a qualitative picture
of the fundamental spectrum for the more strongly bound HF clusters and—most
importantly—of cluster-size trends. Also, the harmonic force field is a reasonable
meeting point between empirically refined analytical potential energy surfaces and
high level ab initio benchmark calculations which would be too expensive for
systematic surface scans.”!!>* Quite often, substantial error compensation between
various anharmonic effects contributes to the apparent success of the harmonic
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approximation (see Section 7.2), but when this cancellation is understood through
careful anharmonic analysis, it can even be exploited for predictions of spectro-
scopic properties.*!*>52 Recently, we have developed an efficient quasiadiabatic
channel approach for polyatomic molecule spectroscopy, treating many degrees of
freedom quasiharmonically.?*® This approach may sometimes be useful for large
clusters, involving possibly large polyatomic molecules as monomer units.

5. SPECTROSCOPY AND DYNAMICS OF THE DIMER (HF)2
AND ITS ISOTOPOMERS

Among all HF clusters, the dynamics of the dimer has been characterized in most
detail. We will first summarize observed vibrational states of this complex in
comparison to theory and then concentrate on the discussion of some key primary
processes in this prototypical system, namely the hydrogen bond interconversion
process, the dissociation process and the librational dynamics.

5.1. Rovibrational States of (HF)2: Spectroscopy and Theory

The character and nomenclature of the six vibrational modes of HF dimer have
been summarized before.”® Basically, the modes occur in three pairs. At the
low-frequency end, there is a pair of bend (1/5)7 and FF stretch (1/4)76 vibrations,
whose degree of mixing is sensitive to details of the potential energy surface and
isotopic substitution.**"276155 A pair of librations s, 1/6)6'47'72'76 occurs at higher
frequency in the far-infrared, and will be discussed in Section 5.4. Finally, there is
a pair of high-frequency HF stretching modes (v,, 1/2)5'16'53'72’76'156 whose excitation
by one or more!'®***57:157 quanta systematically affects the low-frequency hydro-
gen bond dynamics.'%4647 Our direct experimental knowledge about the hydrogen
bond modes and rotation around the FF axis with K quantum number is summarized
in Figure 4.7 It has been confirmed and extended by the investigation of hydrogen
bond modes in combination with HF stretching vibrations.*¢4’

With the help of recent accurate PES and dynamical methods, many spectro-
scopic details can be reproduced and understood, while others can be predicted.
Table 1 gives a selection of level predictions in comparison with experiment. In
particular, the performance of a recent ab initio PES (Gg,,IR12-CP) and its
empirical refinement (GISC-2.9), the performance of the (4 + 2)D adiabatic sepa-
ration compared to a full 6D treatment, and the performance of earlier PES
(SQSBDE and SNB) can be judged. Details are discussed elsewhere’%87:96.107.108
and in the following sections.

5.2. Hydrogen Bond Interconversion

Hydrogen bond interconversion in HF dimer, schematically represented by,
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has been considered as one of the central primary processes of cluster dynamics
ever since its first characterization a quarter century ago through the observation of
a tunneling-split ground state* with a splitting of AV, = 0.658690 cml. The
one-dimensional disrotatory potential trough along which the exchange occurs is
rather well-established,>>! 16118138 byt the tunneling dynamics is not determined by
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Figure 4. Energy level scheme for experimentall3y characterized (HF); K
sublevels of hydrogen bond modes in the far-IR,”'%% complemented by some
theoretical predictions. Horizontal bars indicate levels which have been
assigned via rovibrational transitions (marked as connecting lines). Dashed
bars mark levels which are tentatively assigned (via transitions which are
shown as dashed lines) or predicted. Predictions of microwave transitions are
also shown as dashed lines (MW). The K quantum number is indicated
between the pairs of tunneling sublevels (I'yj, = A, B).
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Table 1. Selected HFHF Anharmonic Transition Wavenumbers (in cm™) from
Experiment and Theory?

SQSBDE
GISC-2.9 Ggy,IR12- SQSBDE 6D/{4D} SNB 8
(4+2)D CP(4+2)D (4+2)D (ref. 94, (4+2)D
Vibration K  Experimental (ref. 72, 87) (ref. 72, 87) (ref. 105) 95) (ref. 105)
Dy/,hc 0 1062176 1062 1000 1058 10579 1062
Avr(vp) 0  0.659'18247 0.61 0.65 0.45 0.44 0.66
Vo 1 35.42553.118 37.7 37.1 39.4 {39.9) 38.5
Avy (Vo) 1 1.064%47 1.03 1.00 0.78 {0.86) 1.15
Vo 2 116.133%3118 1206 119.7  125.2 122.1
Avy(vp) 2 2.004118 2.13 2.00 1.64 2.42
Yo 3 232.632"% 2389 238.2  246.3 239.9
Avr(v) 3 3.81318 4.23 3.89 3.59 5.21
w, (‘stretch’) 155 156 151 151 150
Vs 0 125(5)7® 126.3 1253  126.4 126.4  125.1
Avy(V,) 0 >276 2.88 2.56 1.00 0.98 1.70
s (‘bend’) 209 207 211 211 203
Vs 0 =161’ 163.7 162.3  161.2 160.6  151.9
Avr(vs) 0 7.60 7.64 7.65 7.48 9.59
v, 1 173.8 1719 1685  {167.9) 166.7
Avy(vy) 1 2.85 2.36 1.27 {1.45}  1.95
Vs 1 210.1 209.0 2157 {2143} 2029
Avr(vs) 1 19.3 18.4 17.9 {(18.7} 224
Vg 3 393.5507 396.6 396.8  400.9 382.4
g (oop libr.) 467 465 401 401 409
Ve 0  =380%2106 422.2 419.4 3794 378.7°  378.0
AV (Vg) 0 2.28 2.37 2.13 1.75> 256
Ve 1 399.796 399.3 397.3  361.7  {360.4} 358.2
Avy(vg) 1 1.625° 1.24 1.33 5.53 (5.82)  3.59
w; (ip libr.) 547 544 485 485 484
V3 0 483.1 479.8  426.12 425327 41532
vy + Avy 0 ? ? 440.9 440.3?  434.0
®, (bound HF) 4030 4013 4048 4048 4055
Vv, 0  3868.1%3 3867 3854 3896 3896 3867
, (free HF) 4094 4087 4100 4100 4099
Vi 0  3930.9% 3924 3920 3938 3941 3930
v, 1 3900.6°3 3902 3888 3935 3907
Vi 1 3962.9%3 3960 3954 3976 3964
N=2 0  7555(15)'® 7543 7516 7639 7643 7551
(triad)'® 0  7682.8%34 7670 7662 7706 7714 7683
0 7790 7773 7839 7842 7798
VitV -1, 0 132.616% 132 132 135 1385 127
Vg + v -V 0 127.5734% 126 125 127 1242 129
VstV =V, 1 169.52146 172 170 168 170
Vs +V, -V, 0 178.6674 174 175 166 169.6 160
Vs + V=V, 1 220.615% 219 219 221 204
Vs + 1y =V 0 166.52346 165 163 159 160.7 155
Ve +Vy =V 1 425.690% 421 423 370 ?
0 487.015% 485 482 420 4182

V3+V]—V1
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Table 1. continued

Notes: 2Av;denotes tunneling splittings, harmonic wavenumbers  are given for comparison. The adiabatic
(4+2)D approach is described and refined in refs. 107,108. Some v, assignments (marked ?) are
difficult due to extensive mode mixing. See text and ref. 72 for details.

PAccurate DQMC calculations”? give v = 378.6(8) cm™ and Av{v) = 1.85(30) cm™
Cprobably too low by =40 cm™', see section 5.4
9DQMC gives Dy/hc = 1057.5(0.5) cm™ on the SQSBDE surface.'%

the barrier height alone. The width of the barrier and the coupling to the other
vibrational modes are equally important, as illustrated in Figure 5. Even for closely
related PES such as the series R12-CP/SC-2.9/SO-3, the correlation between barrier
height and tunneling splitting is counterintuitive. Rather than increasing with
decreasing barrier height, the tunneling splitting AD.. even increases in the sequence.
Other things remaining equal, the tunneling splitting will of course increase
monotonically with decreasing barrier, until it converges to the appropriate free
rotor level spacing. But this one-dimensional argument does not apply for a fully
coupled potential. Empirically adjusted PES such as $2,'%%16% and to lesser extent
the SNB&68:105.106 5 the 4D BH>*1% potential, have considerably lower barriers
than ab initio calculations of appropriate quality.”>%” Nevertheless, the predicted
tunneling splittings are similar (Figure 5), while the recent ab initio based PES are
much more successful for other experimental data.”

The calculation of the ground-state tunneling splitting AP on 6D PES of HF
dimer was first achieved via DQMC methods,’®'?® which provide a tight upper
bound for this quantity,!% as the wavefunction node is nearly exclusively deter-
mined by symmetry.!!® However, these results carry a relatively large statistical
error bar (AP = 0.4 £ 0.4 cm™, 0.45 £ 0.15 cm™! for the SQSBDE surface’®!%)
unless correlated sampling techniques are employed. ¢! For rigid monomers, i.e.
on the 4D intermolecular PES, the excited wavefunction node is given exactly by
symmetry, so that rigorous DQMC calculations are possible.!!® This can be ex-
ploited in rigid-body DQMC calculations!®* of molecular clusters,'®* but in each
case, one has to check carefully whether the node is really determined by symmetry
alone. The 4D tunneling splitting of HF dimer has also been evaluated variation-
ally?7107.109.110 i 960d agreement with the 6D and 4D DQMC results.!% Highly
accurate 6D ground-state tunneling splittings for HF dimer have become available
recently®*%¢1€% and confirm that the monomer zero-point motion has a rather small
influence on the interconversion rate.

With respect to hydrogen bond interconversion, HF dimer is clearly in the high
barrier limit. The ground-state splitting amounts to less than 2% of the low barrier
limit of 2B,,’® where B, is the rotational constant of an HF molecule. Therefore,
one expects that rovibrational excitation can have pronounced effects on the
splittings and the experimental characterization of these effects is an ongoing
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Figure 5. Correlation of the (HF); ground-state tunneling splitting AU with
the electronic barrier height Eg of hydrogen bond interconversion (Eq. 7) for
various analytical PES. The lower left corner of the labels marks the corre-
sponding values for the BJKLK,H7’159 S SBDE,76’94 R12-CP,72 SC—2.9,72
50-3,7 BH,>3109 5N, 8:68/105,106 5y 55159,160 potential energy hypersur-
faces. The solid vertical line gives the experimental tunnelling splitting“'118

and the hatched area denotes the currently best estimate for the barrier
height.”2

challenge. Excited-state tunneling splittings known up to 1989 have been summa-
rized before.!®!%° Figure 6 contains an updated graphical compilation up to the first
HF stretching overtone (see also Table 1).

For the definition of the sign of the tunneling splitting we use the fotal vibrational
symmetry of the state, I, which can be either symmetric (A) or antisymmetric
(B) with respect to monomer exchange (in addition to + or — parity6'166). The
splitting is defined as the energy of the B state minus the energy of the A state.
Separation of the vibrational symmetry I' into a contribution from the HF
stretching symmetry I, ., , and a contribution from the tunneling symmetry I,  is
possible in theoretical calculations but by no means trivial from a purely experi-
mental point of view,!6:43:44107.108,156
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2v,(x5)

16,165

Figure 6. Trends in experimentally measured tunneling splittings
VT — Yua (Vertical bars proportional to the splitting) as a function of
hydrogen bond excitation (vy4, vs, Vg, v3, from left to right), as a function of
HF stretch excitation (vp, va, 2va, from bottom to top) and as a function of
rotational excitation around the A axis (quantum number K= 0. . . 4, from
frontto back, indicated by horizontal hatched bars in perspective view). Black
horizontal bars connect measured levels of the same vibrational state with
different K; i.e. those which allow for a K-dependence analysis of the splitting.
Downward vertical bars indicate negative tunneling splitting (I',), due to
either antisymmetric stretch excitation (Cgyetch = B, as in va) or due to an
inverted hydrogen bond exchange doubling (I, = A above I'yy, = B). The
2Ua results*3174 are magnified 5-fold to show the subtle switchover of
tunneling sign between K = 2 and K = 3. Results for the tetrad with 3 HF
stretching quanta16’57'157’167 are not shown.
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As illustrated in Figure 6, important gaps remain to be filled for hydrogen bond
fundamental vibrations.®”’® The V, tunneling splitting has been experimentally
estimated to be larger than 2 cm™ from a vibrational ground-state perturbation
analysis.”® For the Vs vibration, only one tunneling level for K = 3 could be
assigned.” HF stretching fundamentals (Vp, predominantly involving the donor
molecule, and v ,, mainly involving the acceptor stretch),“'53 first!®43*4 and second
overtones'®71¢7 are relatively well-characterized, although one member of each
overtone polyad remains undetected.*'>’ Recently, several hydrogen bond
vibrations built on HF***7 and DF'® stretching fundamentals have been meas-
ured and interpreted. While the results provide valuable predictions for the
location of pure hydrogen bond vibrations in the far-infrared and information
on the inter—intramolecular coupling, the splittings cannot be easily extrapolated
to the HF stretching ground state. This has to do with a general hindrance of the
interconversion process by monomer excitation'®** (see Figure 6), also found in
other dimers.!%*17° Several mechanisms for this vibration-induced slowdown of
tunneling have been proposed.!621:33138,167.169,17L172 Bagicaly, these fall in two
categories:

1. HEF stretching excitation stabilizes the dimer, as directly evidenced by the
shift of the corresponding monomer vibrations to lower frequencies in the clus-
ter.!53 This stabilization may be less pronounced near the interconversion barrier,
hence leading to a larger barrier and a smaller tunneling splitting.!”® Adiabatic (4
+2)D calculations on existing potential energy surfaces do not seem to support this
interpretation. While there are adiabatic barrier effects, they are not sufficiently
pronounced nor are they systematically reducing the splitting.!°” Furthermore, full
6D calculations®® on the same PES suggest that the splitting reductions must be
also due to other effects. The situation is by no means simple because of many
possible definitions of effective adiabatic tunneling potentials.

2. During interconversion, HF stretching excitation has to be transferred from
one monomer to the other (see Eq. 7). This leads to adiabatic diagonal corrections'>®
and diabatic effects'®® whenever the two monomers are excited by different
amounts. In essence, the character of the wavefunction changes quickly in the
vicinity of the barrier, introducing an additional dynamical bottleneck. An excellent
experimental test of this model might be the as yet unobserved tunneling splitting
in the state with one HF stretching quantum in each monomer,'®** which should
only exhibit adiabatic effects relative to the ground-state splitting of 0.66 cm™. 6D
calculations indeed predict this splitting to be relatively large®® for the SQSBDE
surface. Furthermore, a state with three stretching quanta distributed over the two
monomers>’ exhibits a substantially larger experimental tunneling splitting than
states where all three quanta are localized in one monomer.’ It seems possible, and
perhaps even likely, that both effects, the general tightening of the hydrogen bond
and the extra dynamical effects due to restricted vibrational energy exchange, as
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well as other, more complicated phenomena, contribute to the reduction of the
tunneling splitting upon HF stretching excitation.

Building upon the early observations of the N = 1> and the N = 2 and 3 polyads, '
several groups have recently contributed to experimental progress in measuring
various HF stretching excited levels and tunneling splittings.*344-47-57.67:174 Tpe
experimental situation is thus fairly clear. However, there seems to be no simple
model predicting the experimental observations.

The accurate prediction of tunneling splittings in these highly excited states is a
considerable challenge. This includes the analytical PES representation, as rela-
tively subtle couplings are involved. In some cases, such as for the state with two
quanta in the free HF stretch,!®*** the tunneling splitting is even reversed with
respect to several earlier theoretical calculations.*729%107:156 A sufficiently refined
PES should be able to reproduce and explain this qualitative anomaly, which
depends on the K-rotational state!64344174 (see Figure 6) and for which possible
causes have already been discussed.'®** The exact quantum dynamics on the
recently published SO-3 potential®’ seems to correctly reproduce the experimental
observations,”® which have defeated the previous attempts of simpler explanations.

Although tunneling splittings are particularly sensitive probes of the accuracy of
a PES, one should not rely exclusively on them. For example, the empirically
refined SO-3%" and SC-2.972 surfaces, the purely ab initio BIKLK surface,!'” and
the S2 surface,'>! which was refined specifically along the tunneling coordinate, all
perform quite similarly for a set of six known tunneling splittings with various
degrees of HF stretch excitation.?®!%? However, the BJKLK and, in particular,
the S2 surface are too flat in the librational degrees of freedom. Furthermore, the
S2 surface'® clearly underestimates the low-frequency bend and even the tunneling
barrier.”? Thus, a PES should ideally be judged by its overall performance in
comparison to as many different experiments as possible, rather than by results for
a specific property. Equally important, accurate dynamical methods must be
employed for judging fine details, since approximations can lead to error
compensations generating a fortuitous deceptive agreement between experiment
and theory. The latter did happen for the ground-state tunneling splitting!'® and
perhaps also the K-rotational excitation of the out-of-plane bending mode’® (see
Section 5.4).

5.3. Hydrogen Bond Dissociation

The breaking and making of hydrogen bonds is at the heart of biochemical
processes, condensation and evaporation phenomena, and other important proc-
esses. Hence it deserves particular attention in the simple prototype (HF),. With the
accurate experimental determination of the dissociation energy!’>!"® of (HEF),,
D, =1062 + 1 cm™! and the extension to mixed isotopomers,48'76’177'178 useful
benchmarks for high quality dimer PES have become available via DQMC and Eq.
6. These are matched in our recent SC-2.9 and SO-3 pair potentials,’>%” and even
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the less accurate SQSBDE PES has been of some help in the experimental
assignments.*®17® Our best prediction of the as yet unmeasured (DF), dissociation
energy would be 1175 cm™, with an estimated uncertainty of 5 cm™"."%%7

Despite obvious quantitative limitations, a one-dimensional picture of dissocia-
tion can have its merits. Such a one-dimensional picture should however include
the zero-point energy of the remaining vibrational modes, i.e. it should be based on
adiabatic channels.”®!>13217 As discussed in Section 4.2, the DQMC method
lends itself very well to the construction of selected adiabatic channels,’® and this
principle has been adapted for other systems as well.'?*!% In the case of the dimer,
adiabatic channels are also generally accessible from variational calculations. %7198
Via such an adiabatic treatment, the F-F stretching fundamental has been success-
fully predicted near the experimental location of 125(5) cm™,’® which is also
confirmed by extrapolation from near-infrared combination band spectroscopy.*

The manifold of adiabatic channels without HF stretch excitation determines the
thermal dissociation kinetics of (HF),, which has not yet been studied experimen-
tally in any detail.®*'® Much more attention has been devoted to photochemical
(pre) dissociation of the dimer ever since the first high-resolution HF stretching
spectra’ and a multitude of state-specific predissociation data have been collected
since then,!6:4344.4647,53,57,59,155,176,177,182-187 1 j5 found that predissociation in
(HF), is sensitive to rotational, tunneling, HF stretching, and hydrogen bond
mode excitation, with lifetimes ranging from a few ps to more than 20 ns. Several
simplified mc_>de1559'167'188“191 have been proposed, but none of them is able to
explain all the data. In this situation, multidimensional golden rule®’ and time-
dependent®® predictions should prove very useful® when combined with suffi-
ciently accurate PES.>87 Together with detailed photofragment distributions,!’®
the predissociation lifetimes provide very sensitive tests of the accuracy of the PES
beyond the regions of configuration space which are probed by the hydrogen bond
fundamental vibrations. Preliminary results, based on the early SQSBDE surface,’®
are quite promising.”’

5.4. Hydrogen Bond Libration

When a hydrogen bond is formed, the engaged hydrogen atom becomes con-
strained within the plane perpendicular to the bond. In principle, this gives rise to
a degenerate pair of vibrational degrees of freedom, called librations. Due to a small
departure of the hydrogen bond from linearity and due to the nonlinear arrangement
of the second hydrogen in HF dimer, the degeneracy is lifted and one can distinguish
an in-plane and an out-of-plane libration. The out-of-plane libration VE was the first
hydrogen bond mode to be detected and assigned experimentally” in (HF), at
rotational resolution, and the initial K = 1 assignment has been extended to K = 2165
and tentatively also to K = 3,7 the latter being based on approximate calculations
without supporting rotational analysis of the spectrum. Here K is the quantum
number for rotation parallel to the librational plane, i.e. around the F-F axis. Around



Spectra and Dynamics of (HF)n 227

this axis, rotation is strongly quantized in HF dimer due to the absence of heavy
off-axis atoms.>*!” This also explains the strong K dependence of the tunneling
splitting, since centrifugal forces push the equilibrium geometry towards the
interconversion saddle point>>!”? (Figure 6). The in-plane libration v, was the last
hydrogen bond mode to be found experimentally, until today only in combination
with an HF stretching mode.*’ For both librations, the K = 0 fundamental band
origin remains unknown. The smooth behavior of the K = 1, 2, 3 levels of v,
suggested an extrapolated K = 0 band center of Uy = 380 cm™1.76106 This was
apparently supported by approximate DQMC calculations (neglecting Coriolis
couplings76) ofthe K =1, 2, 3 levels for the SQSBDE surface in excellent agreement
with experimental data.”® On the same PES, exact DQMC calculations of K =0
yield D =378 cm™'.”8 However, variational calculations®”'112 reveal a complex
Coriolis coupling situation for K > 0 with pronounced level shifts, while they
confirm the rigorous DQMC prediction for K = 0. The coupling is actually so strong
that it pushes the K = 1 level below the K = 0 level (see Figure 4), a remarkable and
rarely found situation,!®? which had been discussed as a possibility for HF dimer
spectra assignments before,%!3 but without definitive conclusions. Hence, it turns
out that inaccuracies in the SQSBDE surface’® and the underlying ab initio data
base’® are compensated by neglect of Coriolis coupling in the excited K states, a
notion which is supported by isotopomeric dissociation energies*®'”’ and high-
level ab initio predictions.’®’! The new SC-2.9 and SO-3 PES, which are based on
a much larger ab initio basis set than SQSBDE, predict a more anisotropic
librational subspace. Now, a much higher v, fundamental band center P =420 cm™!
is found to be compatible with the observed K > 0 states!”’? as well as with
combination band data.*”""2197:198 The K = (,1 level inversion persists and is thus
seen to be a robust feature of the various (HF), PES. In contrast, the K=1 v
tunneling splitting is found to be very sensitive to details of the PES, differing by
a factor of 5 between SQSBDE and SC-2.9 and still by about 20% between the very
similar SO-3 and SC-2.9 surfaces.”>#%¢ We note that a band near 380 cm™!, which
several plausible assignments have been proposed,%’® may involve the missing
K =0 level of V¢ in a AK = -1 transition from the vibrational ground state. This and
the missing direct evidence for the v, fundamental near 480 cm™! suggest an experi-
mental reinvestigation of the relevant far-infrared region, which is currently underway
in our laboratory by improved FTIR-long path cell absorption techniques.

6. SPECTROSCOPY AND DYNAMICS OF THE HF TRIMER

Given a sufficiently complete characterization of the HF dimer spectroscopy and
quantum dynamics, the trimer (HF), offers the unique opportunity to extract and
evaluate three-body contributions to hydrogen bonding.®6® Although the number
of internal degrees of freedom is doubled relative to the dimer, the C;, symmetry
of this cluster should assist a rotationally resolved spectral analysis. Nevertheless,
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relatively little is known experimentally about the gas-phase IR spectrum of
(HF), and its isotopomers. A comprehensive predissociation study with isotopic
substitution® indicates that (HF), can decay into three monomers as well as into
a dimer and a monomer upon excitation of the HF stretching fundamental. From
the isotopic substitution pattern, a cyclic structure with C,, symmetry can be
inferred, but rapid intramolecular vibrational redistribution (IVR) and predissocia-
tion on a 2—20 ps timescale preclude an accurate structure determination.®* DQMC
calculations on a full-dimensional PES including the three-body term® confirm
that two predissociation channels are open to (HF), after HF stretch excitation, with
the three-monomer channel being almost closed for cold clusters, as generated in
a supersonic beam. This changes with successive deuteration,’® and no open
predissociation channel is finally predicted for (DF)3.68 Again, the prediction is
borderline, with the dimer + monomer channel being nearly open. However,
subsequent improvements in the PES’%% confirm the prediction, whereas neglect
of anharmonic zero-point contributions or neglect of three-body effects would
reverse it.5

In order to test the cluster stability and structure predictions made by the PES, a
high-resolution IR spectrum of the DF stretching fundamental of (DF); was
recorded.>!** It consists of a dense line pattern including Doppler limited lines,
indicative of excitation below (or at best very slightly above) the lowest dissociation
channel. From the coarse-grained spectral structure, the cluster symmetry, planarity,
and rotational constants can be derived. These are in good agreement with the
predictions on the three-body inclusive PES, if (and only if) multidimensional
zero-point averaging is taken into account.*®!%* The resulting F-F distance is
257-260 pm, where the uncertainty is dominated by possible anharmonic Coriolis
contributions to the effective rotational constants. This is significantly shorter than
the corresponding estimate for HF dimer®’? of 273.5 + 1 pm, in line with the
important role of three-body contributions. In addition to providing a crucial test
for the quality of the available three-body PES, the experimental spectra contain
evidence for a rapid IVR process on a time scale of about 40 ps,* apparently
involving essentially all available rovibrational states of a given J quantum number
and therefore a multitude of states with up to nearly two hydrogen bonds broken.
This is an interesting example of highly “statistical, global”!®> rovibrational dy-
namics near dissociation threshold, for which quantum-dynamical calculations
remain to be performed.

Little is known experimentally about the low-frequency modes of (HF),. An IR
double-resonance study provides evidence for two overtone states in the CO, laser
range, which were tentatively assigned via reduced dimensionality calculations.®
For the fundamentals themselves, approximate DQMC calculations were carried
out on the older PES.%® They suggest that the anharmonic band centers lie 15-25%
below the corresponding harmonic frequencies, although this may change some-
what for the new SO-3 + HF3BG surface. Noteworthy is an inverse isotope effect
for the F-F stretching vibration v in (HF); and in (DF); (Pg[(HF),] <
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(Ppel(DF),]), found in matrix spectra196 and confirmed by calculations on the
PES.*!"%® Harmonic predictions on the PES® are in good agreement with high-level
ab initio benchmarks,!>* although both harmonic force fields may still be in error
by several percent and experimental data would be highly desirable.

The experimental study of the trimer is complicated by the lack of substantial
amounts of this cluster in the gas phase because its high ring strain leads to a
relatively low stability compared to the tetramer and pentamer.3>1"%° In fact, at and
slightly above room temperature the rings are predicted to be broken up to open
chains to a significant degree. This is not the case for the larger ring clusters, on
which we will concentrate in the next section.
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Figure 7. One-dimensional minimum energy path (dashed) and (HF)3 (up-
per), (DF)3 (lower full curve) lowest adiabatic channels for dissociation into
a dimer and a monomer, obtained from the SNB + HF3BL PES®® via clamped
coordinate DQMC. R is the distance between monomer and dimer centers of
mass. All channels are referred to zero for infinite separation. Dashed lines
with positive energies represent the zero-point energy along the path (upper:
H; lower: D isotopomer) and the fine dashes represent an exponential fit'13
with o = 0.45 A (see also ref. 76).



230 MARTIN QUACK and MARTIN A. SUHM

Dissociation of the trimer may occur in two steps. For illustration, we show in
Figure 7, the lowest adiabatic channel V ,(R) for fragmentation of the trimer (HF),
leading to (HF), + HF as a function of center-of-mass separation R of the two
fragments.5® Also shown is the correspondingly steeper channel for (DF),, which
explains the inverse isotope effect discussed above. These one-dimensional chan-
nels include the effective anharmonic zero-point motion of all but the reaction
coordinate (R) modes. The inflection in the outgoing channels marks the breaking
of one hydrogen bond to form a floppy chain, followed by a steeper increase of the
energy when the second bond is broken. According to the analytical PES and
DQMC calculations along this reaction path, there seems to be no electronic or
zero-point energy barrier for the reverse formation of the trimer out of a dimer and
a monomer. However, other reaction paths are conceivable for this complex and
may involve such a barrier. We note that the recombination (HF), + HF — (HF), is
special in the reactant (HF), having an open chain structure, into which HF can
insert directly without breaking a hydrogen bond. The process is less simple for the
larger clusters.

7. SPECTROSCOPY AND DYNAMICS OF HIGHER HF
OLIGOMERS

It is now well established that larger oligomers (HF), , have a planar or nearly
planar ring structure.® HF ring clusters of larger size have been postulated for
decades to account for the unusual properties of the HF vapor phase.!97-1%
Without going into the historical details, we emphasize that the preeminent role of
the hexamer in this context should be viewed more as that of a representative for a
range of three to four important medium-sized clusters,’ rather than as a singularly
abundant species such as Sg in elemental sulfur chemistry. We will not deal with
thermodynamic vapor-phase data!*®?% which provide rigorous tests of the avail-
able PES, if both the data and the dynamical analysis are sufficiently accurate.>’®
Rather, we concentrate on the size-specific spectroscopic evidence which has

accumulated over the past years and which has given rise to some controversy,
recently. 1425261201204

7.1. Experimental HF Stretching Spectra as Assigned to
Different Cluster Sizes (HF),

Forty years ago, recognizing the power of IR spectroscopy in elucidating the
dynamics of HF clusters, Smith!® recorded equilibrium spectra of HF vapor in a
wide range of temperatures and pressures. While both the librational and the HF
stretching region were studied, the latter is most conclusive in terms of cluster
composition (Figure 8). Two strong, broad, overlapping bands were found consid-
erably shifted to lower frequencies with respect to the free monomer transitions
around 3961 cm™!. From the pressure dependence of the IR absorption on the outer



Spectra and Dynamics of (HF)n 231

wings of the bands (see Figure 8), Smith concluded that the band to lower
wavenumbers is due to (HF), and the one at higher wavenumbers due to (HF),.
While Smith’s early results could be experimentally confirmed by more recent
FTIR-spectroscopy of HF vapor under equilibrium conditions at various tempera-
tures in cells'®(Figure 8), questions arose concerning the assignments of the cluster
spectra. In the light of more recent theoretical calculations of the energetical and
spectral properties of these clusters,®”®® based also on our dimer PES’® comple-
mented by a three-body term,%® the most puzzling fact was the apparent absence of
evidence for the intermediate pentamer, (HF);, while the existence of only one
IR-active band per cluster can be easily explained by the C,, symmetry.*!'67

This provided the motivation for recording HF cluster FTIR spectra under
supersonic jet conditions to reduce inhomogeneous broadening.*! Earlier molecular
beam spectra of HF clusters***? had been too far away from the thermodynamical
vapor-phase composition to be useful in this context. By choosing a wide range of
expansion conditions (backing pressure, dilution in He, nozzle distance) it is
possible to smoothly reduce spectral congestion without losing track of the thermal
equilibrium spectra.*! The jet spectra reveal an additional band, hidden under-
neath the inhomogeneous double-hump structure of the cell spectra (Figure 8).
Upon cooling, all band maxima shift to lower wavenumber, thus allowing an
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Figure 8 Comparison of cooled cel and early He-seeded jet FTIR
spectra*! of HF. In the cell spectrum (T = 264 K) one can see rotational lines
of HF (1), subbands of the dimer (2), a weak trimer absorption (3), HF-H,O
impurities and two broad bands (‘4’, ‘6’), assigned by Smith to the tetramer
and hexamer of HF."® Two jet spectra41 with expansion temperatures of =200

K (middle) and =150 K (lower trace) illustrate considerable thermal shifts of
the large cluster bands and reveal an additional band (5), which we assign to
the pentamer.41
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approximate extrapolation to the 0 K homogeneous band structure. By adopting
Smith’s pressure-dependence results, by considering the dependence of the band
intensities on expansion conditions, and by comparing to matrix isolation spec-
tra!529% and harmonic ab initio frequency shift predictions relative to the monomer
as a guidance, we tentatively proposed the cluster size assignment shown in Figure
8, namely a tetramer band near 3445 cm™!, a pentamer band at 3300 cm™, and a
hexamer band at 3245 cm™, all of them most likely HF stretching fundamentals.*!

This assignment was later challenged®® by a combined predissociation-scattering
investigation based on the powerful “size-selective” technique of Buck and Meyer?*
with some modifications.5! Through a combination of mass-spectroscopic detec-
tion with He beam scattering, the ambiguity due to cluster ion fragmentation in the
mass spectrometer is minimized. Basically, a size assignment shifted by one
monomer unit is proposed®!?? as compared to ref. 41, i.e. the band originally
assigned to (HF) is claimed to be due to (HF), etc. A (HF), band near 3636 cm™!
can be unambiguously identified, whereas no band is found at 3445 cm™! to be
assigned*! the tetramer. Slightly shifted from that position, near 3453 cm™, and in
close vicinity of a power gap in the dissociating laser, a band is found and assigned
to the pentamer based on its scattering angle dependence, which clearly differs from
that of the 3636 cm™! band. Building on this, the lower frequency predissociation
bands, which agree in position with the FTIR spectra,*! are assigned to the hexamer
(3300 cm™!) and heptamer (3245 cm™).

In contrast, our own FTIR reinvestigation of the spectra, resulting in much better
signal-to-noise ratios through the use of the synchronously pulsed technique,®*%2
confirms our original assignment (Figure 9*!). Furthermore, we suggest a plausible
interpretation of the previously unassigned bands in terms of combination bands
with a totally symmetric ring breathing vibration,*?272% in excellent agreement
with extensive theoretical calculations*? and with additional support from deutera-
tion experiments.>?

In our view, the key problems of the (HF), predissociation-scattering experi-
ment®"2%2 and our suggested explanations are the following:

1. The (HF), band near 3636 cm™! is most likely not due to a fundamental HF
stretching transition. We suggest that it is a combination band,*? such as the ones we
find for (HF)s and (HF),, in excellent agreement with theoretical and far-infrared’
evidence.

2. The “pentamer band” near 3453 cm™ in the predissociation experiment falls
in between the FTIR tetramer fundamental at 3445 cm™! and the FTIR pentamer
combination band near 3470 cm™!. We suggest that it continues into the laser power
gap and that it may in fact be largely identical to the FTIR combination band.

3. There is no band in the predissociation spectrum coinciding with the FTIR
tetramer band at 3445 cm™!. We suggest that the cold tetramer gives a negligible
predissociation signal because it is probably slightly below dissociation threshold
after excitation near 3445 cm™ (in analogy to the (DF), case>143:68) 17:41,42 4
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illustrated in Fig. 10 below. Collision with He atoms for the purpose of size selection
may induce fragmentation of the highly vibrationally excited clusters, but the
resulting angular scattering distribution for successful fragmentation events will
lack contributions at maximum angle due to the inelastic nature of the dissociative
collision.*? Thus, the tetramer may appear to have a larger kinematic mass. This is
what one finds experimentally—an angular distribution between that of a tetramer
and that of a pentamer.

4. The size assignments for the larger clusters (n > 4) in the predissociation-
scattering experiment®!2%? essentially build on the assignment of the 3453 cm™
band and may have to be revised accordingly.

We propose to repeat the scattering experiment with a warmer expansion (e.g. in
He?®!) and to close the laser power gap.2% The resulting spectra should be able to
test our tentative interpretation, which appears to be the only one which is able to
explain all available data. Alternative explanation attempts based on branched
structures®®® or based on a fundamental HF stretch assignment of the 3636 cm™
band®! cannot explain the available experimental evidence*>? nor are they compat-
ible with reliable theoretical results,*268

VHF 76 5

absorbance

30000 3200 34000 3600 3800 | 4000
v/cm!
Figure 9. Synchronously pulsed jet FTIR spectrum52 of HF diluted in He
under conditions where (HF), with n = 5, 6, 7 dominate the structured part
of the cluster absorption. Compare also to Figure 8. In addition to fundamental
HF stretching modes (V4F), combination (+Vgf, possibly +2vgf) and dlfference
bands (-vgg), presumably with the totally symmetric FF stretching band,>42°2
can be seen. There is no need to invoke other than simple ring structures for

the structured absorptions in the spectrum, while the broad background may
be partly due to isomers*1/42:203 o larger clusters.*!
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While the only IR active HF stretching vibration in the planar cyclic HF clusters
is the lowest degenerate (E) mode,*!*” Raman spectroscopy can be used to detect
the totally symmetric (A) HF stretching mode, which is part of the reaction
coordinate for simultaneous exchange of all hydrogen atoms between adjacent
fluorine atoms (see Section 7.5 and Eq. 8 below). Supersonic jet Raman spectra for
HF clusters are not available, but the experimental difference between the IR active
E and the Raman active A band maxima is = 160 cm™" at room temperature. !>’
This is consistent with theoretical predictions at harmonic level*>® in view of the
large thermal and anharmonic effects.*!

7.2. Stretching Frequency Shift Predictions

The controversial assignments discussed in the preceding section demonstrate
the importance of reliable frequency predictions for the correct assignment of
IR spectra of hydrogen bonded clusters.*"**? The wavenumber shift
AD =‘DHF (HF) — Py ((HF),) of the HF stretching vibration relative to the isolated
HF molecule is most useful, because it depends strongly on cluster size. This shift
is typically to lower wavenumbers for hydrogen bonds. AP as defined is thus
positive. Three levels of treatment may be distinguished:

1. The harmonic approximation (Aw), which considers the local curvature at
the cluster minimum and compares it to that of the free monomer. It is most popular
in ab initio investigations because it can be obtained at relatively little extra cost
and because it is apparently quite successful 575154

2. A combined anharmonic treatment of the high frequency HF stretching
degrees of freedom, while the intermolecular coordinates remain clamped to their
minimum energy values. This approximation is sometimes used for one or two
high-frequency modes,?!? whereas it becomes more demanding for a larger number
of coupled anharmonic oscillators?!! such as in (HF), with n 2 3.%2 For these, we
find that the anharmonic diagonal corrections can be quite large, increasing the
shifts by 15 to 35%.4

3. Zero-point energy along the low-frequency hydrogen bond modes, in par-
ticular along the librational coordinates, weakens the effective interaction between
the monomers. This indirect mode coupling is neglected in the harmonic approxi-
mation. Some qualitative aspects can be captured by a modification of the cluster
geometry at which the harmonic approximation is applied.?!? More rigorously, the
zero-point motion can be included adiabatically via DQMC bath treatments or by
full-dimensional variational calculations.”>**1%7 The effect for HF clusters is to
reduce the wavenumber shifts by about 10 to 30%, thus approximately compensat-
ing for the diagonal anharmonicity effect discussed in 2 above.

In combination with systematic basis set and correlation errors,®7? the effects
mentioned under 2 and 3 explain why simple harmonic treatments according to 1
are often surprisingly successful in predicting fully anharmonic experimental
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frequency shifts, in particular once they are scaled or designed to reproduce
experiment for a given cluster size. One should not interpret this success of the
harmonic approximation as evidence for harmonic behavior in hydrogen bonding.

7.3. Intracluster Vibrational Redistribution

After HF stretching excitation, most HF clusters have two pathways available for
the redistribution of the deposited energy'® (see ref. 36, 213 for conceptual aspects).
The energy may flow within the HF stretching manifold and into bound hydrogen
bond modes (intramolecular vibrational redistribution, IVR) or it may lead to
dissociation of the cluster, i.e. it may partially flow into fragment translation and
rotation (predissociation, PD). In the HF dimer, predissociationin N=1or N=2
stretching manifold cannot be described as a sequential process of IVR followed
by dissociation, because the density of quasibound rovibrational levels is too low.'®
It is thus “direct” or semidirect with off resonance intermediates.?!* This gives rise
to highly nonstatistical rates, as discussed above (Section 5.3). In the larger, more
strongly bound and more strongly coupled clusters, direct predissociatilon after HF
stretching excitation is also an option in many cases, at least energetically (see
Figures 10, 11). However, there are indications*»%% that in these systems disso-
ciation may typically be preceded by fast and extensive IVR processes, the disso-
ciation process would thus be sequential. It is conceivable but by no means certain
that the second step of dissociation can be described by statistical theories.?!>

From the widths of the (HF), and (DF), absorptions with n =5 to 7 recorded in
a supersonic jet*>>? (Figure 9) one can derive 0.3 ps as a lower bound for Ty after
HF (DF) stretching excitation. This is most likely a speedup of IVR relative to (HF),
(2-20 ps)® and (DF), (40 ps).* While there may be residual contributions to the
widths such as inhomogeneous structure and direct predissociation (in the case of
(HF),, see Figure 10), there 1s evidence that these are not dominant,>? although
vibrationally inhomogeneous structure is difficult to exclude in the jet expansions.
Matrix isolation spectra at low temperatures?®® exhibit bandwidths comparable to
those in the supersonic jet, but here, the possibility of inhomogeneous broadening
due to the matrix environment has to be considered. A decay time of 0.3 ps can be
compared?'® in magnitude to macroscopic sound propagation across a single
hydrogen bond distance of 150 pm in liquid HF, which is among the liquids with a
particularly low speed of sound.?!” However, vibrational energy migration by sound
is not identical to IVR. Further experimental and theoretical investigations will be
required before a definitive confirmation and explanation for this apparently very
fast IVR process can be given. The great increase in the rate of IVR in (HF) .,
compared to (HF), can be associated with a systematic increase of the highest
low-frequency modes in the larger clusters, which breaks the adiabatic separation
of high- and low-frequency modes.
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Figure 10. Comparison of best estimates for the stepwise dissociation energy
ADy (left scale, O) according to (HF), == (HF),-1 + HF with the IR active
fundamental excitation wavenumber P (right scale, +; for n = 2 the average
of the two IR active bands is chosen, for n > 5 the strongest band is shown)
according to current assignment‘”"u’”’64 as a function of cluster size n.
Where Dy/hc is above P, the cold cluster is stable with respect to single-
photon excitation. This is probably the case for (HF)4.

7.4. Cluster Isomerization

With increasing cluster size, the number of possible (HF), isomers and their
interconversion pathways grows quickly. For HF trimer, these are briefly summa-
rized in Figure 6 of ref. 9. Starting with the tetramer, the number of isomers
consisting of smaller rings with attached side chains grows quickly with size.4>68:203
They may play a dynamical role as intermediates in cluster growth® and hydrogen
bond isomerization processes,!’ but thermodynamically they are not competitive
with simple ring structures up to at least the hexamer, For even larger cluster sizes,
sandwich structures of two and more ring clusters become competitive.>*® Qur
strategy to characterize cluster isomerism is to combine Monte Carlo searches with
deterministic minimizations on the inexpensive analytical PES, with subsequent
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Figure 11. Comparison of best estimates for the stepwise dissociation energy
ADy (left scale, O)) according to (DF), == (DF),-1 + DF with the IR active
fundamental excitation wavenumber U (right scale, +; for n = 2 the average
of the two IR active bands is chosen, for n > 5 the strongest band is shown)
according to current assignment“s’sz's3 as a function of cluster size n. Where
Do/hc is above Ppg, the cold cluster is stable with respect to single-photon
excitation. This is the case for (DF) , with 3 < n<6, possibly also for larger clusters.

verification via ab initio minimizations. In between such a mapping of local minima
and a full dynamical investigation of the interconversion processes, there is a wide
range of topological studies of the multidimensional PES?'®#2!® and order of magni-
tude estimates for interconversion tunneling splittings?2° which can be carried out.

7.5. Concerted Hydrogen Exchange

The HF cluster dynamics discussed so far retains the integrity of the HF
molecules, and this fact is exploited in the PES representation.® However, there is
early NMR-spectroscopic evidence that the monomer integrity is broken in the gas
phase on a nano- to microsecond timescale!’"!>® via reactive processes of the type
as shown by Eq. (8):
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Reliable ab initio predictions of the barriers for such concerted hydrogen exchange
processes are quite demanding, as electron correlation and basis set requirements
are very high.® The best available data hint at a zero-point energy corrected barrier
of 40 % 10 kJ mol™! for both the tetramer and the pentamer,!” with smaller clusters
having substantially higher barriers.!”® This barrier size is consistent with experi-
mental rate data,'® even without tunneling corrections, which may be quite signifi-
cant in these systems.??!*?2 More detailed kinetic predictions will have to wait for
analytical PES®?%® or new interpolation techniques?**~2%" which can describe the
exchange process, for appropriate reduced dimensionality treatments,® or for
accurate on-the-fly dynamical evaluations.??! Experimentally, there is so far no
evidence for the exchange process from infrared spectroscopy,>? although high-
resolution far-infrared spectroscopy may be able to resolve the associated split-
tings.!#?* On the NMR side, a reinvestigation of the gas-phase dynamics at low
temperatures and pressures might be rewarding.!’

In the context of the preceding section, it should be emphasized that HF stretching
excitation in HF oligomers is close to the threshold for hydrogen exchange for n =
4. This can be seen in relation to the rapid IVR observed in these bands,> although
many dynamical aspects have to be considered.

8. HYDROGEN FLUORIDE NANOCLUSTER DYNAMICS

The (HF), clusters discussed so far may be considered “natural,” as they constitute
a substantial fraction of the vapor phase at thermodynamic equilibrium,®*! under
typical cell conditions.!® Supersonic jet expansions offer the opportunity to generate
even larger clusters by increasing stagnation pressure. The HF stretching spectra
observed under these expansion conditions change qualitatively, as shown in Figure
12. The low-pressure expansion is dominated by medium-sized ring clusters, as
discussed in Section 7.1. At higher pressures, two strong, broad bands emerge at
lower and higher wavenumbers. These bands have no correspondence in the
gas-phase spectra of HF nor do they coincide with the broad, unstructured band of
liquid HF at room temperature.??® However, they correspond quite well to the
symmetric and antisymmetric HF stretching bands in solid HF,??® both in band
position and in relative intensity (Figure 12). Only the lower frequency band is
slightly shifted to higher wavenumber in the cluster spectra. It thus seems that these
clusters have a solid-like structure.

Solid HF is known to consist of infinite hydrogen-bonded zig-zag chains.
Interaction between the chains is weak and their relative dipole orientation has been
controversial but is now known to be parallel,*! at least for DF. Thus, solid HF may

230



Spectra and Dynamics of (HF)n 239

- SN
] 6.5 bar AN

o
g ~h1EJEL,////ﬂ\\'/ﬁ\/\\\ydﬁ\\\\\ﬁ el l_l l
T
-0 m
— 4.0 bar
o A
n
o
@ 13.5 bar 6 L | l l
4 7 5 c
| 7 SC SC
1.3.0 bar ) g l
0.5 bar XIUM SRS j :
3000 3200 3400 3600 3800
v/cm™!

Figure 12. Jet FTIR spectra of HF expansions in He, with backing pressure
and dilution increasing from the bottom to the top. The ring cluster bands
visible at low pressures (marked with a number for fundamentals and with a
superscript ¢ for combination bands according to our assignment) vanish in
favor of two broad bands (Sn, AN) which correspond closely to solid state
absorptions (indicated with S, A). For details see ref. 52.

be the chemically simplest ferroelectric.22 The IR spectrum is dominated by the
strongly coupled hydrogen bonds within the chains, which give rise to an unusually
large splitting between the fully symmetric (in phase) and pairwise antisymmetric
(antiphase) HF stretching fundamentals.??? The slow convergence of these funda-
mentals and in particular of the low-frequency component with chain length has
been studied in detail,** and we give a further illustration of this in Figure 13. The
spectrum of a single HF molecule embedded in a chain of DF molecules shows a
less pronounced chain length dependence (Figure 13), in agreement with experi-
ment.>

It is tempting to interpret the experimental shift of the cluster band (S,) relative
to the solid (S, Figure 13) as a measure of chain length, but there could be other
reasons such as crystalline disorder. From the absence of pronounced scattering
contributions to the spectrum, one .nay however conclude that the cluster size is
clearly below 1 um. On the other hand, a subnanometer size should give rise to
larger deviations from the solid spectra due to surface effect,”** hence the designa-
tion “nano(meter)crystalline” appears to be appropriate.>

The nanocluster phase? deserves further attention. During aggregation, these
clusters are most likely liquid because of the release of condensation energy. Due
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Figure 13. Simulation of (HF), zig-zag chain spectra (n = 2, 4, 8, 16) with
9% DF impurity statistically distributed over the chain. Harmonic wavenum-
ber shifts relative to free HF and DF from hybrid density functional (B3LYP
6-31+G*) force field calculations are scaled by 0.75 for HF stretches and bY
0.80 for DF stretches before convoluting the transitions with a 20 cm

Lorentzian band profile. The scaling factors approximately take mto account
the overestimation of frequency shifts at B3LYP 6-31+G* level®® and anhar-
monic contributions.*? The spectral changes from n = 2 to n = 16 illustrate
the slow convergence of the stretching frequencies with chain length. It is
seen that the experimental spectrum (bottom trace, 4% HF and an impurity
of DF in Ar, expanded at a backing pressure of 7.5 bar°?) is probably due to
a distribution of clusters containing significantly longer chains. The symmetric
stretch (SN) is clearly seen in all simulated spectra, whereas the antisymmetric
stretch (AN) only starts to be visible as a cluster of transntlons inthe n=16
chain due to the lack of appropriate boundary conditions.?3? The |sotop|cally
isolated DF stretch vibration (In) converges more rapidly with cluster size.

to evaporative cooling, they may ultimately freeze, and this homonucleation kinet-
ics has been modeled recently.?*® Details may certainly depend on expansion
conditions and nozzle geometry, but a large number of experimental cluster phases
determined by electron diffraction in Laval expansions can be modeled with
remarkable success by a simple expression, which merely depends on the liquid
range (interval between normal melting (7)) and boiling (T}) temperatures) of the
compound and its melting entropy (AS, ) according to?’
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R_ values above 0.32 correlate with liquid-like clusters, whereas compounds with
R, values below 0.3 are found to be solid. According to this expression, HF (R =
0.39) should clearly form liquid clusters, and our evidence for solid clusters seems
to provide the first exception to the nucleation model. This may be due to the
unusual evaporation properties of HF® or it may simply reflect differences in
expansion conditions. Clearly, this finding requires further systematic investigation.
There may be important kinetic effects'® in HF condensation, beyond the simple,
quasithermodynamic model of ref. 237. Very recent results for water,”® which falls
in between the liquid and solid regimes of Bartell’s rule, seem to indicate both liquid
and solid nanoclusters. Supersonic jet generation of nanometer size material is an
interesting alternative to methods using a cold buffer gas,?*®=2*! as it enables the
study of short-time behavior under collision-free conditions in these exciting new
states of matter.

9. CONCLUSIONS AND OUTLOOK

We have illustrated several facets of hydrogen bond dynamics in this review by
covering cluster sizes from two to many hundreds or thousands of monomer units.
We have considered fundamental processes such as state-specific tunneling and
predissociation in (HF),, ring opening in the trimer, vibrational frequency shifts,
hydrogen transfer and energy redistribution in the oligomers, and the phase dynam-
ics of nanocrystalline clusters, thus revealing the prototypical role of hydrogen
fluoride in this field. Some of the dynamical processes are summarized in Figure
14 as a function of cluster size and characteristic timescale. The latter is obtained
from speciroscopic analysis leading to time-dependent molecular quantum
dynamics*®?*° and theoretical predictions, whereas time domain experi-
ments?!6242-244 are not yet available for infrared clusters. Several dynamical
effects remain to be modeled in quantitative detail and the infrared spectra are
not yet complete, but important progress is foreseeable in the near future. The
recent development of a HF pair dipole surface,®” which zoes beyond simple
induction models,2* should provide useful infrared intensity information and
other couplings of the HF dimer dynamics to electric fields?*® and laser radia-
tion.3>36249 Stjll, important questions related to the hydrogen bond kinetics,
thermally averaged or state specific, have to be answered before a truly com-
prehensive understanding of hydrogen bonding in (HF), and its isotopomers can
be claimed. Future work will concentrate on both experimental and theoretical
approaches to quantitative kinetic data along these lines, deriving rate constants
and quantum wavepacket motion for the underlying processes in hydrogen
bonded clusters.
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Figure 14. Schematic time scale diagram for typical dynamical processes in
HF clusters as a function of cluster size n from femto- to microseconds. The
vibrational perlods (tyib) for F=F stretching, librational and H- F stretchmg
modes remain separated from each other for all cluster sizes.®’ =% In the
dimer, observed stationary state hydrogen bond exchange tunneling periods
(tyun) and metastable state pred:ssocnatlon lifetimes (PD) (see Section 5)
accidentally cover the same range 3 but both can be much shorter for
states which have not (yet) been observed or not yet analyzed. For larger
clusters, intracluster vibrational relaxation (IVR) after HF stretchmg excitation
probably becomes faster than direct predissociation.*>%%* Concerted ex-
change of hydrogen atoms between adjacent fluorine atoms in medium sized
HF ring clusters is_predicted to occur on a ns to us time scale at room
temperature.'’*21222 |n all cases, the indicated boundaries are only approxi-
mate.
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